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Abstract

Recently by developing the technology, the number of network-based services is increasing, and sensitive information of users is shared through the Internet. Accordingly, large-scale malicious attacks on computer networks could cause severe disruption to network services so cybersecurity turns to a major concern for networks. An intrusion detection system (IDS) could be considered as an appropriate solution to address the cybersecurity. Despite the applying different machine learning methods by researchers, low accuracy and high False Alarm Rate are still critical issues for IDS. In this paper, we propose a new approach for improving the accuracy and performance of intrusion detection. The proposed approach utilizes a clustering-based method for sampling the records, as well as an ensembling strategy for final decision on the class of each sample. For reducing the process time, K-means clustering is done on the samples and a fraction of each cluster is chosen. On the other hand, incorporating three classifiers including Decision Tree (DT), K-Nearest-Neighbor (KNN) and Deep Learning in the ensembling process results to an improved level of precision and confidence. The model is tested by different kinds of feature selection methods. The introduced framework was evaluated on NSL-KDD dataset. The experimental results yielded an improvement in accuracy in comparison with other models.
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1. Introduction

Nowadays, by increasing the connectivity among computers, the users will be able to communicate with each other through the internet without time and distance limitation. So, the rapid growth of the network leads to emerging a phenomenon which is called cyber threats [1]. The widespread using of the Internet brings a great opportunity for hackers or legitimate users of the network to do malicious activities including stealing and gathering sensitive and vital data of users. These activities could be done by breaking into computer system and accessing to the network remotely [2-3]. It is obvious that if the security problems do not be addressed properly, the critical information might be leaked. As a result, the security of networks cannot be ignored, and detecting and countering cyberattacks is the primary challenge faced by many researchers [4]. There exist different kinds of cyberattacks, including wormhole, Sinkhole, Sybil, Selective Forwarding [5] and botnet attacks. Each of the mentioned threat could have a different destructive effect on the efficiency of networks. It is noteworthy that botnet attack is
known as the most destructive threat compared with other malware because of its special structure [6]. Some traditional methods like user authentication, firewall and data encryption are applied by organizations for maintaining networks in a secured condition. Hence, for making systems more reliable to cope with malware attacks, it is essential to devise an efficient solution [7-8]. Intrusion detection system (IDS) could be one of the most effective and impressive approaches to discovering the cyber-attacks and enhancing the security of networks [9-10]. The concept of IDS means the process of monitoring and analyzing the behavior of the network for the purpose of detecting any suspicious activities and raising an alert as soon as any intrusion is discovered. An IDS could be a device or application program and it would be categorized into two major types: signature-based (also known as misuse-based) and anomaly-based [11]. Signature-based IDS refers to the detection of known attacks by inspecting the current traffic including payload of received packet and comparing them with the specific patterns which are known as signatures [10]. Although signature-based IDS could be accurate in identifying known threats, it is inadequate to detect new attacks as there is no defined template for them [12]. Among different kinds of signature-based IDS, Snort is one of the most used and well-known open-source signature-based IDS [13]. An anomaly-based technique is another division of IDS which detects any action that significantly deviates from the normal behavior. A remarkable advantage of this method is to recognize more types of novel attacks which are completely unlike the signature-based IDS. On the other hand, the primary drawback of these systems is the high false alarm rate (FAR) [10-11]. On some occasions, for overwhelming the disadvantages of these methods, the combination of the signature-base and anomaly-based is employed [3]. For developing an IDS, machine learning (ML) methods have been widely used by researchers recently [14]. Machine learning concentrates on classification and prediction. As the primary and fundamental purpose of IDS is gaining a high accuracy and detection rate and a low false alarm rate (FAR), in the case that one classifier is used to generate an IDS, the results might not be sufficiently beneficial. Thus, in several papers, the authors applied more than one classifier instead of one, in their research.

The main contributions of this paper are summarized as follows:

- We introduce a new approach to sampling the records based on clustering technique for improving the performance of IDS in term of accuracy and false alarm rate (FAR) by feature selection.
- The proposed approach utilizes ensembling of three classifiers i.e. K-nearest neighbor (KNN), decision tree(DT) and deep learning for improving detection accuracy.

To show the efficiency of proposed approach, it is applied on the NLD-KDD dataset.

The rest of this paper is organized as follows. Section 2 reviews the previous related works in this area. Section 3 introduces our methodology in details. The experimental results and discussion of the implication of the findings about the proposed method in this study are introduced in section 4. Finally, section 5 concludes the paper.

2. Related Work

Up to now, many research works have been carried out on the field of designing intrusion detection systems. In this section, we will provide a brief review of some works in this context.
A cluster-based ensemble classifier for IDS was proposed by Jabbar et al. [2]. Authors have used a combination of KNN and ADTree classifiers for detecting intrusion. The Gure dataset has been used for $K$-means clustering in this paper [2]. The experimental results prove that using ensemble classifier Figures should be numbered results in high accuracy and low value for false alarm rate. In another work, bagging and boosting ensemble methods and tree based algorithms were used in order to construct an intrusion detection system. The authors have applied NSL-KDD dataset and selected 35 features for evaluating. Based on the results obtained using the proposed model, they observed an improvement in accuracy and FAR [15]. A new feature selection for IDS based on Genetic Algorithm and SVM was introduced by Gharae et al [16]. The authors used Genetic algorithm for reducing the features, and the combination of this algorithm by SVM is applied to discover the anomalies in this study. To evaluate the performance of the proposed model KDD CUP 99 and UNSW-NB15 datasets are used. Thanigaivelan et al. [17] presented a distributed internal anomaly detection system for Internet of Things (IOT). The principle of IDS in this study is that each node has duty to monitor its neighbors and detect any anomaly in the network and reports it to the parent node. The parent node sends a message to the border router in turn. Based on different alarms which have received, edge-router inspecting them and then makes a final decision about intrusion and in necessary time sends a notification to users. Another model based on ensemble classifier is proposed in order to enhance performance of intrusion detection [18]. PSO, KNN and SVM were selected as the contributed classifier in this paper. By taking into account the weight majority voting (WMV) approach, the gained result of classifiers is compared with each other. The designed model was validated on five subsets of features which were chosen from KDD99 dataset. In a study conducted by Hamed et al [19], an NIDS based on recursive feature addition (RFA) and bigram technique was reported. Bigram technique was proposed for encoding the payload features. By this method, the useful features were extracted. Another innovation of this article was a combined method for evaluating, which made a compound of three metrics that is accuracy, detection rate, and false alarm rate. The designed model has been tested on the ISCX 2012 data set [20]. In other work, Gaikwad and Thool [21] performed experiments using the NSL-KDD data set to model an intrusion detection system. Bagging scheme was used for implementing the proposed method. Because of the simplicity of the partial decision tree classifiers it was employed as the base classifier. For reducing the dimensionality of the input feature space from 41 to 15, the genetic algorithm optimization was used. The observation results achieved to a high accuracy on cross validation. A filter-based feature selection algorithm was presented in [22] to design Least Square Support Vector Machine based IDS (LSSVM-IDS). The proposed model was tested on three different datasets including KDD Cup 99 [23], NSL-KDD [24] and Kyoto 2006+ [25]. The evaluation results of proposed model achieve higher accuracy in comparison with other advanced methods. The interest in the use of ensemble method for designing IDS was suggested by some other authors [26-27-28]. Although there have has been plenty of research in this field, there is still a lot more needed in the area. However, to the best of our knowledge, little work has been performed on algorithms to reduce process time of intrusion detection by sampling the data records. Also no previous work has incorporated the classifiers suggested in our work in an ensembling framework for IDS. Therefore, motivated from the literature, we propose a new approach to intrusion detection based on clustering and ensembling three classifiers which are different from the ones applied in other works.
3. Methodology

3.1 System Framework

In this section, the proposed method will be introduced in details. Our methodology is comprised of four main steps that can be defined as follows. For testing the proposed model NSL-KDD dataset is selected in the first step. In the second phase, feature selection techniques are done on the dataset, in order to eliminate irrelevant and redundant features. For reducing the process time, the samples in dataset will be clustered by applying $K$-means method in the third step. The most outstanding part of our approach is step four. Combination of three classifiers including Decision Tree (DT), $K$-nearest Neighbor (KNN) and Deep Learning is performed in this step. Eventually, the final result is gained by voting the individual results. For assessing the obtained results from prior step, evaluation measures such as accuracy, recall, precision and false alarm rate (FAR) will be calculated. The overall model of our approach is depicted in Figure 1.

![Figure 1. Flowchart of proposed method](image-url)
3.2 Feature Selection

Each sample in a dataset has several features despite the fact that not all of them are necessary for taking into account by an IDS. The term of feature selection refers to the process of identifying and selecting the most efficient and relevant features from a feature set. Feature selection could be done for different reasons such as improving the accuracy of the classifier and increasing the speed of learning and classifying. This action is also helpful for decreasing the computational load during classification. Totally by feature selection, a more interpretable model will be created [29]. As there exist 41 features in NSL-KDD dataset and some of them have no or minimum role and even lead to extra overhead in detection time of our proposed model, we have applied different feature selection methods as a pre-processing step. Each of these methods makes a subset of features which are Wrapper [30], CFS, FVBRM [31] and Gain Ratio [15]. Table 1 presents the list of features selected by each method.

<table>
<thead>
<tr>
<th>Feature selection method</th>
<th>List of selected features</th>
<th>#Feature</th>
</tr>
</thead>
<tbody>
<tr>
<td>FVBRM</td>
<td>1,3,4,5,6,7,8,9,10,11,12,13,14,15,16,17,18,19,23,24,32,33,36,38,40</td>
<td>25</td>
</tr>
<tr>
<td>CFS</td>
<td>3,4,5,6,12,26,29,30,37,38</td>
<td>10</td>
</tr>
<tr>
<td>Wrapper</td>
<td>2,3,4,5,6,8,10,12,24,25,29,35,36,37,39,40</td>
<td>16</td>
</tr>
<tr>
<td>Gain Ratio</td>
<td>1,2,3,4,5,6,8,9,10,11,12,13,14,16,17,18,19,22,23,25,26,27,28,29,30,31,32,33,34,35,36,37,38,39,40,41</td>
<td>35</td>
</tr>
</tbody>
</table>

3.3 Clustering

Datasets which are used for designing an IDS are primarily large. By applying clustering techniques, we could reduce the size of dataset. Clustering algorithms group samples together which are similar to each other (each group called a cluster). As no Label Attribute is necessary, clustering can be used on unlabeled data and is an algorithm of unsupervised machine learning. There are various types of clustering methods including Hierarchical, Partitioning, Grid-Based Methods, Constraint-Based Clustering [32], and Graph-based Clustering [33]. Working with a large dataset could be time-consuming. So, for reducing the number of samples in the dataset, we have applied $K$-means clustering in our approach because of its simplicity and popularity. The $k$-means determines a set of k clusters and assigns each sample to exact one cluster. The clusters consist of similar samples and the similarity between samples is based on a distance measure between them. A cluster in the $k$-means algorithm is determined by the position of the center in the n-dimensional space of the n Attributes of the Sample Set. This position is called centroid [34].
3.4 Normalization

The value of features in a dataset are in different types. Some of them are text and some others are numeric. The value of the features which are numeric could be on different scale. A large difference in the value of features (For instance the duration value belonging to interval \([0.58329]\)) might lead to imbalance in the result of clustering. For solving this issue, normalization process is applied before starting clustering. Normalization is used to scale values so they fit into a specific and well-proportioned range. Using this method, the value range of all features will be rescaled and adjusted into the range \([0, 1] \) \([22]\).

3.5 classification

One of the primary data mining problems which comes under the machine learning technique and considered as an instance of supervised learning is classification. It is used to predict the class of membership for data samples which do not contain a class label. In the case of applying large training datasets, using the classification technique could lead to an improvement in the accuracy of models \([35]\). A lot of classification algorithms are available. Next subsections make a brief description of the used classification algorithms in our model.

3.5.1 Decision tree classifier

Decision tree is a kind of supervised and predictive Machine Learning model which is used for both classification as well as regression purposes. It used a tree-like graph that is a collection of nodes. These nodes contain two types namely decision nodes and leaf nodes. Decision nodes are the ones where the data is split into branches. On the other hand, the leaf nodes are the ends of the branches those do not be split anymore and called the final outcomes. Each node represents an object and splitting rule for one specific attribute. For classifying the instances, decision tree sorts them down from the root to the leaf nodes and this process is repeated until a leaf is encountered. The most common algorithms of this kind are C4.5, CART, ID3 \([1-36]\).

3.5.2 K-Nearest Neighbor classifier

K nearest neighbor which is often abbreviated as KNN is another classification method. It is one of the simplest machine learning methods and an example of lazy algorithm in the sense that it does not generate a model of the data set beforehand. The only calculations it makes are when it is asked to poll the data point's neighbors. It belongs to the supervised learning domain. This classifier tries to appoint which group a data point is in by looking at the data points around it. It means this algorithm works based on comparing an unknown sample with \(k\) sample which are the nearest neighbors of it. Applying the classifier includes two steps. In the first step, the KNN algorithm is to find the \(k\) closest training samples. "Closeness" is defined as a distance in the \(n\)-dimensional space, referred to the \(n\) attributes in the training sample set. In the second step, the unknown sample will be classified by a majority vote of the found neighbors. In this classifier, \(K\) depicts the number of neighbors and commonly odd numbers chose as the value of \(K\), i.e. \(K=1, K=3\), etc. Different values of \(K\) might have various performances.
For example, a high value of $K$ will spend more time and has an effect on the accuracy of prediction. Figure 2 displays $K$ nearest neighbor classification [2-37-38].

Figure 2. K nearest neighbor classification [2]

3.5.3 Deep learning

Deep learning is a subset of machine learning that is based on multi-layered artificial neural networks. The network can contain a large number of hidden layers which are organized in a cascade mode. The "deep" in "deep learning" refers to the number of layers through which the data is transformed. In this classifier, the input of each successive layer is the output of the previous layer [39-40]. Different layers (input, output, and hidden) are presented in Figure 3.

Figure 3. Deep Learning network model [36]

3.5.4 Ensemble classifier

Ensemble classifier refers to classifiers with different approach which work cooperatively and trained on a dataset in order to reduce some weaknesses of individual classifiers and obtain a higher accuracy. Ensemble classifier applied two strategies for
combining classifiers, one of which is voting that is arguably the most popular one and another one is taking weight [41-42].

4. Experimental results and discussion

Simulation tool used in this research was RapidMiner 8.2.000. RadipMiner i is an open-source system for data mining. It is written in the Java programming language and has a user-friendly GUI [43]. According to figure 2, our approach contains four main components, of which third and fourth steps i.e. clustering and ensembling the three classifiers could be the most remarkable parts of the model.

Initially, the proposed model was applied to NSL-KDD dataset using different feature selection methods mentioned in table 1 and evaluated based on different metrics. Subsection 4.1 raised the issue of NSL-KDD and in subsection 4.2, the evaluation metrics are introduced.

4.1 NSL-KDD dataset

In the recent years, KDDcup99 was a common dataset among researchers for assessing their designed IDS. However, unfortunately this dataset had some drawbacks. These disadvantages have an adverse impact on the performance of the proposed model. To deal with these problems, some refinements have been done on KDDcup99 dataset which are mentioned below:

Redundant records are removed in train set which provides an opportunity for classifier to have an unbiased result. In test dataset the duplicated records have been discarded resulting in improved performance comparing the situations where learners are biased due to lack of frequent records. The result of applying above operation on the KDDcup99 dataset leads to deriving a new dataset named NSL-KDD. Lately NSL-KDD dataset that is a refined version of the KDDcup99 dataset is used by many researchers to come up with an effective IDS. This dataset is partitioned into two parts namely KDDTrain+, and KDDTest+, which contain 125973 and 22544 records respectively. Each record has 41 features. These features have three types: nominal, binary, and numeric. Aside from this 41 features, any sample has another feature that indicates the class of record and labeled either as attack or normal [44]. Since collecting data is a critical part in designing an IDS, we have also used this dataset in our proposed approach. Table 2 shows the features in this dataset.

Table 2. List of feature in NSL-KDD dataset [24]

<table>
<thead>
<tr>
<th>Number</th>
<th>Name of feature</th>
<th>Number</th>
<th>Name of feature</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Duration</td>
<td>22</td>
<td>Is_guest_login</td>
</tr>
<tr>
<td>2</td>
<td>Protocol_type</td>
<td>23</td>
<td>Count</td>
</tr>
<tr>
<td>3</td>
<td>Service</td>
<td>24</td>
<td>Srv_count</td>
</tr>
<tr>
<td>4</td>
<td>Flag</td>
<td>25</td>
<td>Serror_rate</td>
</tr>
<tr>
<td>5</td>
<td>Src_bytes</td>
<td>26</td>
<td>Srv_serror_rate</td>
</tr>
<tr>
<td>6</td>
<td>Dst_bytes</td>
<td>27</td>
<td>Rerror_rate</td>
</tr>
<tr>
<td>7</td>
<td>Land</td>
<td>28</td>
<td>Srv_rerror_rate</td>
</tr>
<tr>
<td>8</td>
<td>Wrong_fragment</td>
<td>29</td>
<td>Same_srv_rate</td>
</tr>
</tbody>
</table>
4.2 Evaluation Measures

After completing all the aforementioned steps, the obtained results were evaluated in terms of various metrics. As stated earlier, they include accuracy, recall (detection rate), precision, false alarm rate (FAR) and F-measure. For calculating these performance measures, the confusion matrix is applied [45]. A confusion matrix also called error matrix which is illustrated in table 3, is a table with two rows and two columns and the cells contain four main parameters that are described below:

<table>
<thead>
<tr>
<th>Table 3. Confusion matrix</th>
</tr>
</thead>
<tbody>
<tr>
<td>Predicted</td>
</tr>
<tr>
<td>Actual</td>
</tr>
</tbody>
</table>

True Positive (TP): Number of instances where the attack has been detected correctly. True Negative (TN): Number of instances where the normal behavior has been detected correctly. False Positive (FP): Number of instances where detected as attack, while it is actually a normal behavior. False Negative (FN): Number of instances where detected as normal behavior, while it is actually an attack.

Based on the above four quantities, the evaluation measures are defined as follows and calculated using Eqs. (1–5).

Accuracy: shows the ratio of the total number of predictions that were correct. It is determined using the Eq. (1).

\[
AC = \frac{TP + TN}{TP + TN + FP + FN}
\]  
(1)
Recall: shows the ratio of the total number of correctly classified positive samples divide to the total number of positive samples. High Recall (also called detection rate) indicates the class is correctly recognized (small number of FN), as calculated using the Eq. (2).

\[ DR = \frac{TP}{TP + FN} \] (2)

Precision: shows the proportion of predicted positive values which are actually positive. High precision indicates a sample labeled as positive is indeed positive (small number of FP), as calculated using the Eq. (3).

\[ P = \frac{TP}{TP + FP} \] (3)

False alarm rate (FAR): shows the measure of misidentification of normal nodes as attackers. It is calculated using the Eq. (4).

\[ FAR = \frac{FP}{FP + TN} \] (4)

F-measure: Since we have two measures (Precision and Recall) which are in conflict with each other, it is necessary to make a tradeoff between them and have a measurement that represents both of them. It is given in the Eq. (5).

\[ F\text{-}Measure = 2 \times \frac{precision \times Recall}{precision + Recall} \] (5)

4.3 Test results

By applying the above metrics, the results in table 4 were gained.

<table>
<thead>
<tr>
<th>Feature selection method</th>
<th>accuracy</th>
<th>recall</th>
<th>precision</th>
<th>f-measure</th>
<th>FAR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gain Ratio</td>
<td>99.80</td>
<td>99.68</td>
<td>99.93</td>
<td>99.79</td>
<td>0.00063</td>
</tr>
<tr>
<td>CFS</td>
<td>99.77</td>
<td>99.65</td>
<td>99.85</td>
<td>99.79</td>
<td>0.0012</td>
</tr>
<tr>
<td>Wrapper</td>
<td>99.73</td>
<td>99.64</td>
<td>99.86</td>
<td>99.76</td>
<td>0.0011</td>
</tr>
<tr>
<td>FVBRM</td>
<td>99.83</td>
<td>99.73</td>
<td>99.88</td>
<td>99.76</td>
<td>0.0010</td>
</tr>
</tbody>
</table>

Table 4 is quite revealing in several ways. From the results, it is apparent that when the proposed approach was implemented by different feature selection methods, if accuracy is going to be considered as the only evaluation measure, FVBRM with 25 features has the highest value of accuracy (99.83) than other methods. On the other hand, in terms of accuracy and FAR, Gain Ratio with 35 features could be an appropriate option. Although the value of accuracy (99.80) for this method has a negligible difference with the FVBRM, the value of FAR (0.00063) has a noticeable difference by the FAR (0.0010) of FVBRM method. Unlike the value of recall (99.68) that is slightly less than the FVBRM...
(99.73), the value of precision (99.83) and F-measure (99.79) of Gain Ratio is higher than the other one.

So the most obvious finding to emerge from above analysis is that among mentioned feature selection methods, Gain Ratio works better than others with our proposed model. Note that before starting the clustering, the value of features should be normalized as a preprocessing stage. The following steps were taken to address the clustering:

As it was indicated in subsection 3.3, the K-means clustering is applied in this study. Table 5 displays the number of samples in each cluster. Figures 4 and 5 also illustrate the scatter chart of obtained results from clustering in two ways. Figure 5 is the graphical representation of table 4, while in figure 5 the result of clustering the samples based on separation into attack and normal classes is shown. For instance, a higher percentage of samples in the cluster 4 belong to class 0 which is known as attack.

Table 5. Variables and attributes of cognitive styles

<table>
<thead>
<tr>
<th>Cluster</th>
<th>Number of samples</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>15067</td>
</tr>
<tr>
<td>1</td>
<td>171</td>
</tr>
<tr>
<td>2</td>
<td>38752</td>
</tr>
<tr>
<td>3</td>
<td>37165</td>
</tr>
<tr>
<td>4</td>
<td>34818</td>
</tr>
</tbody>
</table>

Figure 4. scatter chart of clustering
After completing the clustering phase, 60 percent of each cluster is chosen randomly and that way a new dataset was created. Then the procedure was assessed by the mentioned metrics on the new dataset. The experimental results of this part are shown in table 6.

It was noted previously that the main contribution of clustering in this research is reducing the process time. Thus, the process time is tested in two different scenarios, i.e. without and with clustering the samples. Figures 6 displays the process time without clustering and in figure 7 a comparison between the time of testing the model with and without clustering is presented.

Table 6. Variables and attributes of cognitive styles

<table>
<thead>
<tr>
<th>Feature selection method</th>
<th>Accuracy</th>
<th>Recall</th>
<th>Precision</th>
<th>f-measure</th>
<th>FAR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gain Ratio</td>
<td>99.76</td>
<td>99.89</td>
<td>99.64</td>
<td>99.77</td>
<td>0.0040</td>
</tr>
<tr>
<td>CFS</td>
<td>99.20</td>
<td>99.68</td>
<td>99.88</td>
<td>99.78</td>
<td>0.0010</td>
</tr>
<tr>
<td>Wrapper</td>
<td>99.71</td>
<td>99.81</td>
<td>99.64</td>
<td>99.73</td>
<td>0.0041</td>
</tr>
<tr>
<td>FVBRM</td>
<td>99.70</td>
<td>99.86</td>
<td>99.63</td>
<td>99.72</td>
<td>0.0047</td>
</tr>
</tbody>
</table>
Turning now to the experimental results discussed in the last part. Based on the result in figure 6, the process time of our model with Gain Ratio method is the most (43 min) and with CFS is the lowest (12 min). What is striking about this chart is that the number of features can have an effect on the process time. As can be seen in table 1, the number of features for Gain Ratio and CFS are 35 and 10, respectively. Besides the detailed analysis above, here we can reach the following key findings when clustering the samples is done. From the results in figure 7 which provide an overview of
comparing the process times, the significant affection of clustering is evident. By applying clustering, the process time of all feature selection methods except Gain Ratio has almost reduced to less than the half. It was surprising that the time for Gain Ratio has reached less than a quarter (from 43 to 10 min) when clustering is applied. The results which are shown in table *7 point out some issue. One unexpected finding in this table was the extent to which the value of accuracy and F-measure of the proposed method for all feature selection methods reduced. In term of accuracy for some of them, this decrement is slight; for instance, in the Wrapper method, 99.73 has decreased to 99.71, but for CFS the reduction is a little more than the others (from 99.77 to 99.20). Although the value of precision for all methods have also been reduced (except for CFS), the value of recall has increased after clustering. Data from this table can be compared with the data in table *7. Similar to the results without clustering, Gain Ratio has the highest accuracy (99.76) and lowest FAR (0.040) than other method. Taken together, the results in table *7 and figure *7 provide important insights into our proposed model. As the goal of ensembling the classifiers was improving the accuracy of IDS and declining the FAR and reducing the process time by applying clustering, Wrapper method could be a proper feature selection method. Although the value of accuracy for this technique is less than Gain Ratio, it takes less training time (5 min) in comparison with Gain Ratio (10 min). This time is exactly the half of the one of Gain Ratio method. In order to verify the effectiveness of the proposed method, we compare the performance of our model with other existing approaches. Table 7 illustrates the comparison. It is clear from the table that the proposed method has the best performance among the others.

<table>
<thead>
<tr>
<th>Feature selection method</th>
<th>Classifier(s)</th>
<th>dataset</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Principal Component Analysis (PCA)</td>
<td>Bagging Algorithm (base classifier - SVM)</td>
<td>NSL-KDD</td>
<td>88.28%[46]</td>
</tr>
<tr>
<td>Gain Ratio</td>
<td>Bagging (Base classifier - J48)</td>
<td>NSL-KDD</td>
<td>84.25%[15]</td>
</tr>
<tr>
<td>Wrapper</td>
<td>KNN+DT+Deep Learning</td>
<td>NSL-KDD</td>
<td>99.71</td>
</tr>
</tbody>
</table>

5. Conclusion

Detecting the cyberattacks is an essential action in the field of computer network security. Intrusion detection system plays an important role in identifying various network attacks. There has been plenty of research in the area of designing IDS, but each of them has its own disadvantages. Thus, there is still more opportunity to improve the performance of IDS. This study was set out to propose an IDS by ensembling three classifiers (decision tree, K nearest neighbors and deep learning) which were not used in the previous works. Another aim of this project was to reduce the process time, and K-means clustering was used to this end. Based on the results, it was indicated that our approach outperforms the other works in term of accuracy. For future work, as there exist different kinds of classification algorithms, a combination of another group of them and even applying other methods of ensembling might leads to a higher accuracy in the future.
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