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Abstract
The learning algorithms require optimization in multiple aspects. Generally, model-based inferences need to solve an optimized problem. In deep learning, the most important problem that can be solved by optimization is neural network training, but training a neural network can involve thousands of computers for months. In the present study, basic optimization algorithms in deep learning were evaluated. First, a performance criterion was defined based on a training data set, which makes an objective function along with an adjustment phrase. In the optimization process, a performance criterion provides the least value for objective function. Finally, in the present study, in order to evaluate the performance of different optimization algorithms, recent algorithms for training neural networks were compared for the segmentation of brain images. The results showed that the proposed hybrid optimization algorithm performed better than the other tested methods because of its hierarchical and deeper extraction.
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1. Introduction

In some aspects, the used algorithms in deep models differ from traditional optimization algorithms. In most of the scenarios related to deep learning, the performance criterion (P) is defined based on the test set and it often can be managed. Therefore, the P criterion is optimized indirectly. In other words, another cost function $J(\theta)$ is defined, and improvement of P criterion is expected by its optimization. It should be noted that in pure optimization, the performance criterion and objective function are the same. On the other hand, the other optimization algorithms in deep models are highly dependent on the specific structure of the objective function. Generally, the cost function is formed on a training data set by Equation (1) \cite{1}.

\[
J(\theta) = \mathbb{E}_{(x, y) \sim \hat{p}_{\text{data}}} L(f(x; \theta), y)
\]  

(1)

In Equation (1), $L$ is the cost of a data sample, $\theta$ is performance criterion and $f(x; \theta)$ is the output corresponding to the input $x$. Moreover, $\hat{p}_{\text{data}}$ shows the empirical distribution (distribution based on training data), which is replaced with unspecified $p_{\text{data}}$ data generator distribution. In supervised learning, $y$ presents the output of objective. It should be noted that in some algorithms studied in the present study, the
topics are presented based on the supervision mode and objective function without adjustment. It is worth pointing out that by adding \( \theta \) or \( x \) parameters to \( L \), and omitting the \( y \) parameter, evaluation of the adjustment and unsupervised mode is possible, respectively. In Equation (1), the objective function is defined based on a training data set. The aim of machine learning algorithm is to reduce the hope of generality error by Equation (2) [2].

\[
J^*(\theta) = \mathbb{E}_{(x,y) \sim p_{\text{data}}} L(f(x;\theta), y)
\]  

(2)

The calculated value obtained by Equation 2 is called risk. Here, the emphasis is on the hope calculation based on the actual data generator distribution \( p_{\text{data}} \). Assuming that the actual distribution of \( p_{\text{data}}(x,y) \) is known, risk minimization is an optimization action performed by an optimization algorithm, otherwise, by having a training data set, we encounter a deep learning problem [2]. The simplest way to convert a machine-learning problem to an optimization one, the hope calculation is performed based on training data (\( m \) is a bias parameter). In other words, the actual distribution of \( p_{\text{data}}(x,y) \) is replaced with empirical distribution of \( \hat{p}_{\text{data}}(x,y) \), which is based on a training data set. Therefore, the empirical risk is minimized by Equation (3).

\[
\mathbb{E}_{(x,y) \sim \hat{p}_{\text{data}}(x,y)} [L(f(x;\theta), y)] = \frac{1}{m} \sum_{i=1}^{m} L(f(x^{(i)};\theta), y^{(i)}) 
\]

(3)

The learning process conducted based on minimization of mean training error is called empirical risk minimization. In this condition, the deep learning is similar to normal optimization. Here, instead of direct risk optimization, the empirical risk is optimized, and the same behavioral risks are expected [3]. It should be noted that the empirical risk minimization is prone to overfitting. The models with high capacity easily can memorize the data set. On the other hand, in most cases, minimization of empirical risk is impossible. In other words, most of modern algorithms are performed based on gradient descent, while most of cost functions such as 0-1 loss do not provide useful derivatives (their derivatives are either zero or infinity). It means that in the deep learning field we can use empirical risk minimization, and the quantity with a higher difference with actual value should be optimized. In the present study, the basic algorithms in optimization process were evaluated and used in the training process of neural network through the empirical risk minimization approach. The following sections of the present study are presented as follows: Section 2 introduces the basic algorithms in optimization process. Section 3 presents experimental results on the field of employing the algorithm in brain images segmentation for optimization process in training network. Finally, Section 4 provides the conclusion of the research.

2. The Basic Algorithms in the Optimization Process

In this section, the basic algorithms of optimization are discussed. In order to synchronization and create a common language, we have defined different parameters and variables in Table 1.
Table 1. The meaning of parameters and variables which are used in discussion of optimization algorithms

<table>
<thead>
<tr>
<th>Variable name</th>
<th>Variable function</th>
</tr>
</thead>
<tbody>
<tr>
<td>ε</td>
<td>Learning rate</td>
</tr>
<tr>
<td>θ</td>
<td>Performance criterion</td>
</tr>
<tr>
<td>ñ</td>
<td>Updating performance criterion (θ)</td>
</tr>
<tr>
<td>α</td>
<td>Momentum parameter</td>
</tr>
<tr>
<td>v</td>
<td>Speed of movement in parameters space</td>
</tr>
<tr>
<td>g</td>
<td>Calculation of gradient</td>
</tr>
<tr>
<td>ã</td>
<td>Estimation of gradient vector</td>
</tr>
<tr>
<td>g ⊙ g</td>
<td>Calculation of partial derivatives squares</td>
</tr>
<tr>
<td>r</td>
<td>Integrating partial derivatives vector</td>
</tr>
<tr>
<td>ṙ</td>
<td>Bias correlation of first order (r)</td>
</tr>
<tr>
<td>s</td>
<td>Integrating vector of square partial derivatives</td>
</tr>
<tr>
<td>ṡ</td>
<td>Bias correlation of second order (s)</td>
</tr>
<tr>
<td>w</td>
<td>Weighted of neurons</td>
</tr>
<tr>
<td>t</td>
<td>Time slot</td>
</tr>
<tr>
<td>ρ</td>
<td>The damping rate in the weighted sum</td>
</tr>
<tr>
<td>δ</td>
<td>The numerical stability constant</td>
</tr>
<tr>
<td>Δ θ</td>
<td>Calculation of learning rate</td>
</tr>
<tr>
<td>m</td>
<td>Number of sample in dataset</td>
</tr>
<tr>
<td>x^{(1)}, ..., x^{(m)}</td>
<td>The samples of data set</td>
</tr>
<tr>
<td>y^{(1)}, ..., y^{(m)}</td>
<td>Labels of samples in dataset</td>
</tr>
</tbody>
</table>

2.1 Stochastic Gradient Descent

Stochastic Gradient Descent (SGD) and its variants are the most common optimization algorithm in deep learning. In an SGD, convergence is much faster than the Standard (or Batch) Gradient Descent. Since the update of weights (W) in this algorithm is much higher than the standard one. With an average of the gradient on the small groups which are sampled as Independent Identical Distraction (i.i.d). A non-biased estimation can be obtained from the gradient of the cost function [4]. An important parameter of the SGD is the learning rate (ε). In practice, learning rates over
the time and repetitions are reduced. The reason is that the SGD estimator creates a noise, which does not even disappear even by reaching the local minimum.

Therefore, to achieve convergence, this noise must be tended to zero. However, in the normal gradient, due to the absence of a random element, the real gradient becomes zero by reaching the optimal point and convergence is achieved with a constant learning rate. The most important feature of the SGD optimization algorithm is the independence of the calculation time on the number of educational samples. In this way, convergence is possible even with a large set of data. Under these conditions, it is possible that the model error is placed within a defined range of final test errors before the whole processing data is processed. To study the convergence rate of an optimization algorithm, the measurement of the actual overrun error is common. Excess Bound shows the distance between the current value and the minimum value of the cost function. When the SGD algorithm is applied to a strong and convex problem, the excess bound after $K$ (constant parameter) repetition is at $O\left(\frac{1}{\sqrt{k}}\right)$ and $O\left(\frac{1}{k}\right)$, respectively. Theoretically, the descending gradient algorithm has better convergence rates compared to its stochastic version. In learning a machine, pursuing algorithms with a convergence rate faster than $O\left(\frac{1}{\sqrt{k}}\right)$ is inadequate, and faster convergence will correspond to the higher over-fitting [5]. With a large dataset, the SGD algorithm is capable of generating rapid progress at the beginning of the work by calculating the gradient for only a few samples, so that its slow convergence will somehow be compensated. Most of the algorithms described in the following will actually deliver better results; however, they change the constant coefficients in the asymptotic analysis, and will not affect the degree of convergence. Practically, by gradually increasing the categories, it is possible to compromise between the benefits of descending gradient algorithms and a SGD [6]. The pseudo code of SGD algorithm is depicted in algorithm 1.

**Algorithm 1. Pseudo code of Stochastic Gradient Descent Algorithm**

<table>
<thead>
<tr>
<th>Line</th>
<th>Code</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Enter initial values $(\epsilon_k, \theta)$</td>
</tr>
<tr>
<td>2</td>
<td><strong>while</strong></td>
</tr>
<tr>
<td>3</td>
<td><strong>Sampling</strong> ${x^{(1)}, \ldots, x^{(m)}}$ <strong>from</strong> Dataset <strong>by using</strong> ${y^{(1)}, \ldots, y^{(m)}}$ <strong>Labels</strong></td>
</tr>
<tr>
<td>4</td>
<td>$\tilde{g} \leftarrow \frac{1}{m} \sum_{i} \nabla \ell(f(x^{(i)}, \theta), y^{(i)})$</td>
</tr>
<tr>
<td>5</td>
<td>$\theta \leftarrow \theta - \epsilon_k \tilde{g}$</td>
</tr>
<tr>
<td>6</td>
<td><strong>End while</strong></td>
</tr>
</tbody>
</table>

### 2.2 Momentum Algorithm

Although the SGD is a comprehensive optimization strategy, it works slowly in many cases. The momentum method [7] is designed to accelerate the learning process, especially in facing with small but consistent gradients or high curvature surfaces, and noise gradients. In this method, the running averaging the preceding step is drawn with a damping, and the motion continues in this direction. In this method, the cost function is interpreted as the height of a ground with many ups and downs, which the vector of parameters are attempted to be directed to the lowest height.

The effect of implementing the momentum method is presented in Fig. 1. In this figure, the black arrows indicate direction of gradient and the red path is associated with
the path followed by the momentum algorithm. It is observed that the gradient path
tends to show zigzag movements in the valley while the use of a momentum causes the
movement direction to tend to the length of the valley.

![Fig. 1. Modifying the improper condition of implementing the momentum algorithm [19]](image)

In this method, the cost function is interpreted as the height in a ground full of rise and
falls and it is attempted to lead a ball, which is the vector of parameters to the lowest
height. Considering the relationship between potential energy with the height of \( U = H \)
(\( U \) is potential energy and \( H \) is height), the cost function is proportional to potential
energy \( J = -U \) (\( J \) is cost function). By random initialization of the parameters, the ball of
interest is located at a random point with the initial velocity of zero. Since the force \((F)\)
applied to the ball is equal to the potential energy gradient \((F = -\nabla U)\), the force that is
felt by the ball is proportional to the gradient of the cost function \((F = -\nabla J)\). Since the
relation \( F = A \) (\( A \) is acceleration) exists between force and acceleration, the acceleration
of the ball is proportional to the negative gradient of the cost function \((A = -\nabla J)\). In this
way, the velocity changes in the time unit is proportional to the negative gradient.

Therefore, in this method, the gradient affects the velocity of the ball directly and the
velocity changes the location of the ball indirectly. However, in the conventional
random gradient descent method the negative gradient was directly related to spatial
variation.

\[
\nu^{t+1} - \nu^t = -\nabla J
\]  \hspace{1cm} (4)

The \( \nu \) variable in Equation (4) represents the velocity and direction of movement in
the space of the momentum method parameters. The running average of the gradients is
embedded in this variable. By equalizing the mass unit, the gradient vector can be
considered as equivalent to the particle momentum. The \( \alpha \in [0, 1] \) hyper-parameter
determines the severity of the previous gradients’ damping the updating rule of which is
in accordance with Equation (5).

\[
\nu \leftarrow \alpha \nu - \epsilon \nabla \theta = -\nabla J
\]  \hspace{1cm} (5)

In this equation, \( \nu \) aggregates the gradients. As \( \alpha \) value is greater than \( \epsilon \), the effect of
the previous gradients on the choice of movement direction will be higher. Therefore,
the coefficient \( \alpha \) plays the role of friction and reduces the energy of the system.

The momentum name is taken from a physical similarity, where the gradient is a force
moving a particle in the parameter space in accordance with Newton's law of motion. In
the momentum physics, it is equal to mass multiplied by the velocity. In the normal
gradient, the magnitude of each step is equal to the soft multiplication gradient by the learning rate. While the magnitude of the steps here depends on the size and alignment of the previous gradient sequence, the biggest steps are created when the successive gradients are in the same direction. If we assume that all successive gradients are equal and show it with $g$, then the velocity in the opposite direction of the gradient is incremental and reaches the limit of Equation (6).

$$\frac{\epsilon g}{1 - \alpha}$$  \hspace{1cm} (6)

Therefore, the meta-parameter effect of the momentum method is better to be considered as the $\frac{1}{1-\alpha}$ factor. In other words, $\alpha = 0.9$ means that the maximum speed in this method will be 10 times that in the normal gradient method. In practice, 0.5, 0.9 and 0.99 are common values for $\alpha$ meta-parameter. Like the learning rate, $\alpha$ can be variably changed with time. In most cases, work starts with a small amount of $\alpha$ and its value gradually increases. Another point is that gradual decrease of $\epsilon$ value is more important than applying gradual changes in $\alpha$. In the descending gradient algorithm, we take only one step toward the highest descent, while using momentum, the speed of the particle movement is also controlled. Algorithm 2 presents the pseudo code of momentum algorithm.

**Algorithm 2.** Pseudo code of Momentum Algorithm

1. Enter initial values ($\epsilon, \alpha, \theta, \nu$)
2. while
3. $\{x^{(1)}, \ldots, x^{(m)}\}$ from Dataset by using \{y^{(1)}, \ldots, y^{(m)}\} Labels
4. $g \leftarrow \frac{1}{m} \sum_i L(f(x^{(i)}, \theta), y^{(i)})$
5. $\nu \leftarrow \alpha \nu - \epsilon \hat{g}$
6. $\theta \leftarrow \theta + \nu$
7. End while

### 2.3 Nesterov Algorithm

The accelerated gradient method of Nesterov [8] is a new method inspired by the momentum algorithm [9]. The update rule for this new method is presented in Equation (7).

$$\nu \leftarrow \alpha \nu - \epsilon \nabla_\theta \left[ \frac{1}{m} \sum_{i=1}^{m} L(f(x^{(i)}; \theta + \alpha \nu), y^{(i)}) \right]$$  \hspace{1cm} (7)

$$\theta \leftarrow \theta + \nu$$

Where, the parameters $\alpha$ and $\epsilon$ have a role similar to the momentum method. The difference between the Nesterov and momentum methods is where the gradient is calculated. As shown in Fig. 2, the gradient is calculated after applying the current velocity contribution. In other words, the Nesterov method can be described as an attempt to modify the gradient calculation location. In this way, there is a look ahead and it is attempted to calculate at the next hop point.
The difference between the Nesterov and the momentum methods is where the gradient is calculated. The gradient is calculated after applying the current speed. In other words, the Nesterov method can be described as an attempt to correct the gradient calculation location. Accordingly, there is a look-ahead view. It is worth noting that in performing complex analysis, it was found that the Nesterov algorithm in ordinary descending gradient mode yielded the convergence rate in terms of the number of repetitions from $O\left(1/k\right)$ to $O(1/k^2)$; however, in a SGD, there is no improvement in convergence rates. Algorithm 3 presents the pseudo code of Nesterov algorithm.

**Algorithm 3. Pseudo code of Nestrove Algorithm**

1. Enter initial values $(\epsilon, \alpha, \theta, \upsilon)$  
2. while  
3. $\exists \{x^{(1)}, \ldots, x^{(m)}\}$ from Dataset by using $\{y^{(1)}, \ldots, y^{(m)}\}$ Labels  
4. $\theta \leftarrow \theta + \alpha \upsilon$  
5. $\hat{g} \leftarrow \frac{1}{m} \sum_{i} L(f(x^{(i)}, \theta), y^{(i)})$  
6. $\upsilon \leftarrow \alpha \upsilon - \epsilon \hat{g}$  
7. $\theta \leftarrow \theta + \upsilon$  
8. End while

### 2.4 AdaGrad Algorithm

In this algorithm, each parameter has its own learning rate, and its scale is proportionally changed to the total squared history of the previous partial derivatives [10]. Therefore, the learning rate for parameters with a large partial derivative history is rapidly reduced, and the minimal reductions are experienced for parameters with a small minor derivative history. Totally, the algorithm finds better scrolling speeds when facing gentle slope directions. This algorithm possesses theoretical properties in the domain of convex cost functions. In practice, however, using this method in deep networks and dividing the learning rate on the aggregation of the entire partial derivative history, in some cases, the learning rate is reduced reaching the optimal point. Algorithm 4 presents the pseudo code of AdaGrad algorithm.
Algorithm 4. Pseudo code of AdaGrad Algorithm

1. \( Enter \ initial \ values \ (\varepsilon, \theta) \)
2. \( \delta = 10^{-7} \)
3. \( r = 0 \)
4. \( \text{while} \)
5. \( g \leftarrow \frac{1}{m} \sum_{i} \nabla_{\theta} \ell(f(x^{(i)}, \theta), y^{(i)}) \)
6. \( r \leftarrow r + g \odot g \)
7. \( \Delta \theta \leftarrow -\frac{\varepsilon}{\delta + \sqrt{r}} \odot g \)
8. \( \theta \leftarrow \theta + \Delta \theta \)
9. \( \text{End while} \)

2.5 RMSProp Algorithm

In this algorithm, the gradient aggregation in the AdaGrad algorithm is performed as moving averaging with exponential weighting. Thus, this algorithm, when used in non-convex cost functions, can forget the history of long-range gradients and, in the middle, easily move downside [11]. In the RMSProp algorithm, compared to AdaGrad, a new meta-parameter is added determining the average length of motion averaging. In practice, the RMSProp algorithm provides optimal results in training deep models, which is nowadays used as one of the most commonly used methods [12]. Algorithm 5 presents the pseudo code of RMSProp algorithm.

Algorithm 5. Pseudo code of RMSProp Algorithm

1. \( Enter \ initial \ values \ (\varepsilon, \theta, \rho) \)
2. \( \delta = 10^{-6} \)
3. \( r = 0 \)
4. \( \text{while} \)
5. \( g \leftarrow \frac{1}{m} \sum_{i} \nabla_{\theta} \ell(f(x^{(i)}, \theta), y^{(i)}) \)
6. \( r \leftarrow \rho r + (1 - \rho) g \odot g \)
7. \( \Delta \theta \leftarrow -\frac{\varepsilon}{\delta + \sqrt{r}} \odot g \)
8. \( \theta \leftarrow \theta + \Delta \theta \)
9. \( \text{End while} \)

2.6 Adam Algorithm

The Adam algorithm [13] is another algorithm with an adaptive learning rate. The word “Adam” is derived from the term "adaptive moments". This algorithm can be considered as the combination of two momentum and RMSProp algorithms. This algorithm directly uses the gradient first-order moments with exponential weights. The
most straightforward way to add the momentum to RMSProp is to apply the momentum to the scaled gradient. In this algorithm, bias correction is applied to first and second-order estimates. In RMSProp, a second-order moment estimate is used without a correction factor imposing a bias at the early stages of the learning process. The Adam algorithm is known as an algorithm working persistently against the selection of meta-parameters. Algorithm 6 presents the pseudo code of Adam algorithm.

**Algorithm 6. Pseudo code of Adam Algorithm**

1. $\epsilon = 0.001$
2. $\rho_1 = 0.9, \rho_2 = 0.999$
3. $\delta = 10^{-8}$
4. $r = 0, s = 0$
5. Enter initial value (θ)
6. Sampling $\{x^{(1)}, ..., x^{(m)}\}$ from Dataset by using $\{y^{(1)}, ..., y^{(m)}\}$ Labels
7. while
8.   $g \leftarrow \frac{1}{m} \nabla \theta \sum_i l(f(x^{(i)}, \theta), y^{(i)})$
9.   $s \leftarrow \rho_1 s + (1 - \rho_1)g$
10.  $r \leftarrow \rho_2 r + (1 - \rho_2) g \odot g$
11.  $\delta \leftarrow \frac{1 - \rho_1}{1 - \rho_2}$
12.  $\hat{\rho} \leftarrow \frac{1 - \rho_2}{\delta + \sqrt{\hat{\rho}}}$
13.  $\Delta \theta = -\frac{\epsilon}{\delta + \sqrt{\hat{\rho}}}$
14.  $\theta \leftarrow \theta + \Delta \theta$
15.  End while

### 2.7 Advantages and disadvantages of basic optimization algorithms

In previous subsections, the basic algorithms in the optimization process for deep learning were briefly explained. In this subsection, the advantages and disadvantages of these algorithms are presented in Table 2.

<table>
<thead>
<tr>
<th>Algorithm name</th>
<th>Advantages</th>
<th>Disadvantages</th>
</tr>
</thead>
<tbody>
<tr>
<td>SGD</td>
<td>Independence of training data</td>
<td>Low convergence speed</td>
</tr>
<tr>
<td>Momentum</td>
<td>Increasing convergence speed</td>
<td>Inaccurate steps on steep slopes</td>
</tr>
<tr>
<td>Nesterov</td>
<td>Precise steps on steep slopes</td>
<td>Accuracy reduction in calculating local gradients</td>
</tr>
<tr>
<td>AdaGrad</td>
<td>Creating unique learning rates for each parameter</td>
<td>Creating small steps with constant length</td>
</tr>
<tr>
<td>RMSProp</td>
<td>Making steps with variable size</td>
<td>The lack of a precise bias in the gradient</td>
</tr>
<tr>
<td>Adam</td>
<td>Bias correction of first order</td>
<td>Large learning rates and step downs</td>
</tr>
</tbody>
</table>
3. The Proposed Hybrid Algorithm

By considering the advantages and disadvantages of the previous algorithms, we aim to introduce a hybrid algorithm which is improved the previous algorithms disadvantages. The main goal of proposed hybrid algorithm is to obtain the best result by emphasizing the mentioned benefits. The different optimization algorithms including SGD, Adam, AdaGrad, and PMSProp were combined in our previous work [14].

Generally, for momentum algorithm, four various type can be considered. In addition, to calculate the momentum, one can use normal gradients or scale gradients, and on the other hand, it is possible to use the previous gradient or Nesterov accelerated gradient (NAG). In the AdaGrad method, twelve different types can be considered. It is possible to use sum or average and different norms. Finally, one can use first or second-order information. Moving average calculation can be performed in four different ways. In the first method, the related coefficient is constant and time-independent. In the second type, the initialization-bias is used. In the third type, it is possible to use actual average instead of moving average. Finally, in the fourth type, it is possible to invent a scheduling for changes and increase the related coefficient by passing time. In addition, it is possible to reduce the overall learning rate based on a scheduling by passing time. Algorithm 7 depicts the pseudo code of proposed hybrid Algorithm.

Algorithm 7. Pseudo code of proposed hybrid Algorithm

```
1 Input Dataset (θ_0, α_t)
2 Sampling {x(1), ..., x(m)} from Dataset by using {y(1), ..., y(m)} Labels
3 μ_t ~ [0, 1)
4 v_t ~ [0, 1)
5 p ~ [1, ∞)
6 ε ≈ 10^-6
7 while
8 t = t + 1
9 h_t ← \{L(θ_{t-1}) or \mathcal{R}_{\mathcal{N}(0,1)}(V_0L(θ_{t-1}))\}
10 v_t ← v_{t-1} + [(1 - v_t) or 1] h_t^p
11 \bar{v}_t ← \frac{v_t}{1 + ε}
12 g_t ← \{\frac{α_t}{\bar{v}_t} \text{ or } 1\} V_0L(θ_{t-1})
13 m_t ← μ_t m_{t-1} + [(1 - μ_t) or 1] g_t
14 \bar{m}_t ← \{μ_t m_t + [(1 - μ_t) or 1] g_t \}
15 Δ_t ← \{\frac{α_t}{\bar{m}_t} \text{ or } 1\} m_t
16 θ_t = θ_{t-1} - Δ_t
17 End while
```

A four-layer convolutional neural network architecture had been used to perform a hybrid optimization algorithm. It should be noticed that networks with three and eight layers were tested. However, it was observed that increasing the number of layers from four layers to eight does not increase the accuracy of the model; therefore, the four-layer model is chosen due to less computational overhead. In all layers of the proposed architecture, a convolution and the Rectified Linear Unit (ReLU) are used. In the first layer of the proposed architecture, the pooling is used to keep useful information. In the
second and third layers, the normalization operation is performed to improve the performance of the optimization algorithm. In the fourth layer, the dropout technique is used to reduce weights, and finally, to create the output classes, a softmax layer is added to the convolutional neural network.

4. Experimental Results

In the present study, the employed data is related to BRATS2012, BRATS2013, BRATS2014, BRATS2015 and BRATS2016 competitions consisting four MRI modality such as $T1^1$, $T2^2$, $T1c^3$, and FLAIR$^4$. To evaluate performance of the proposed hybrid algorithm, it is necessary to calculate the abundant optimal parameters in the network by forming convolutional network and preparing expected output and output data. Therefore, the cost function is created aiming at approximating the network output to the expected one with multiple repeats using gradient-based optimization methods. The loss function of SGD, Momentum, Adam and the proposed hybrid algorithm were shown in Table 3. The segmentation accuracy that was calculated by using dice coefficient metric for brain images were presented in Table 4. There are two binary maps for each class. One of them was obtained by the model (P) and another one (T) by a group of researchers. Therefore, the Dice criterion is calculated by the Equation (8) through the output of the model. In the other word, this criterion means the ratio of common area to determined average area by model and experts.

$$\text{Dice}(P, T) = \frac{|P \cap T|}{(|P| + |T|)/2}$$

Table 3. The loss function for SGD, Momentum, Adam and the proposed hybrid algorithm

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Test Loss</th>
</tr>
</thead>
<tbody>
<tr>
<td>SGD</td>
<td>0.0189</td>
</tr>
<tr>
<td>Momentum</td>
<td>0.0242</td>
</tr>
<tr>
<td>Adam</td>
<td>0.0271</td>
</tr>
<tr>
<td>The proposed hybrid algorithm</td>
<td>0.0171</td>
</tr>
</tbody>
</table>

Table 4. The results of comparing the measured accuracy of the proposed hybrid algorithm with some related works for brain images segmentation.

<table>
<thead>
<tr>
<th>Reference</th>
<th>BRATS 2012</th>
<th>BRATS 2013</th>
<th>BRATS 2014</th>
<th>BRATS 2015</th>
<th>BRATS 2016</th>
<th>Algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td>[15,16]</td>
<td>0.81</td>
<td>0.84</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>SGD+Momentum</td>
</tr>
<tr>
<td>[17]</td>
<td>-</td>
<td>0.84</td>
<td>-</td>
<td>0.78</td>
<td>-</td>
<td>SGD+Nesterov</td>
</tr>
<tr>
<td>[18]</td>
<td>-</td>
<td>-</td>
<td>0.83</td>
<td>-</td>
<td>-</td>
<td>SGD</td>
</tr>
<tr>
<td>#</td>
<td>0.86</td>
<td>0.85</td>
<td>0.81</td>
<td>0.89</td>
<td>0.85</td>
<td>The proposed hybrid Algorithm</td>
</tr>
</tbody>
</table>

5. Conclusion

The results of various theoretical analyses showed existence of performance limitation in each designed optimization algorithm for deep models. The results had no effect on

---

1 Spin-Lattice Relaxation
2 Spin-Spin Relaxation
3 Spin-Lattice Relaxation Contrast
4 Attenuation Inversion Recovery
the empirical use of the network. Furthermore, some theoretical results indicated insolvency of some issues or impossibility of finding a solution for a dimensioned network. However, empirically, it is possible to solve the problem by making the network bigger, leading to an increase in the number of responses in more space of parameters. Moreover, in deep models, the aim is not to find the exact point of minimum objective function, but to find a point to reduce generic error. However, in the theoretical analysis of optimization algorithm capability, achieving this aim is difficult. The results showed that the algorithms with adaptive learning rate are stronger than others. The most common optimization algorithms include SGD, RMS Momentum, Nesrove, AdaGrad, PMSPProp, and Adam [19]. Choosing among these methods depends on familiarity with the application of algorithms and the way of their meta-parameters regulation.
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