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Abstract 
Feature selection is an important step in most classification problems to select 

an optimal subset of features to increase the learning accuracy and reduce the 
computational time. In this paper we proposed a new feature clustering based 
method to perform feature selection (FFS) in classification problems. The FFS 
algorithm works in two steps. In the first step, features are divided into clusters by 
using F-DBSCAN method. A novel F-DBSCAN clustering method used mutual 
information for measuring dependencies between features.  In the second step, the 
most representative feature is selected from each cluster by a new criterion function. 
This allows us to consider the possible dependency on the target class and the 
redundancy between the selected features in each cluster. The   experimental results 
on different datasets show that the proposed algorithm is more effective for feature 
selection in classification problems. Compared with the other methods, the average 
classification accuracy of C4.5, KNN and Naïve Bayes are improved using FFS by 
8.05, 8.36 and 4.63 percent, respectively.  Also, the results demonstrate that the FFS 
algorithm produces small subsets of features with very high classification rate.    
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1. Introduction 

In the past years in applications of machine learning and pattern recognition, the 
domain of features has been extended. Thus, feature selection is known to be an 
important preprocessing task for many pattern recognition applications, such as 
classification and clustering [1]. In datasets all of the features are not useful for 
classification, since dependent and redundant features provide no extra information 
about classes and sometimes some features are even noisy. Therefore, feature selection 
methods are used to determine an optimal feature subset [2]. Suitable feature subset may 
bring lots of advantages such as improving learning accuracy, avoiding over-fitting, 
distinguishing key features with unimportant ones and enhancing learning 
comprehensibility [3]. Due to these benefits, feature selection algorithm has wide 
applications, such as text classification [4], disease recognition [5] and bioinformatics 
[6]. 

Feature selection methods are usually classified into four categories namely: filter, 
wrapper, embedded and hybrid methods [7], [8]. Filter methods evaluate the importance 
of features by using feature ranking techniques as the principle criteria. A suitable 
ranking criterion is used to measure the quality of features. So far, many evaluation 
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criteria are designed, such as correlation and mutual information. Also, a threshold 
value is used which can remove features with less important [9]. Wrapper methods 
evaluate the goodness of a subset feature with a specific learning algorithm. The 
performance is usually measured in terms of the classification accuracy obtained on 
testing data. Wrapper methods can give high accuracy of the learning algorithms 
however the computational complexity is large [10]. Embedded methods want to reduce 
the computation time taken up for reclassifying different subsets which is done in 
wrapper methods. They perform feature selection in the process of training and are 
usually specific to given a learning algorithm [9]. The hybrid methods are a 
combination of filter and wrapper methods and attempt to take the advantages of filter 
and wrapper methods. They mainly focus on combining filter and wrapper methods to 
achieve the best possible performance with a particular learning algorithm and similar 
time complexity of filter methods [8]. 

Several feature selection algorithms [11], [12], [13] have been proposed for 
classification. The main idea of these algorithms is to select an optimal set of features 
by removing those of redundant or irrelevant features. Most feature selection algorithms 
use several criteria to evaluate feature subsets or a population-based optimization 
methods such as particle swarm optimization, [14] ant colony optimization,[15] 
gravitation search algorithm and genetic algorithms [16], [17]. Recently, some methods  
used clustering techniques for feature selection [18], [19].This methods partition the 
original feature set into some distinct subsets or clusters so that the features within a 
cluster are more correlated with each other whereas features in different clusters are less 
correlated [20], [21].  

In cluster analysis, DBSCAN (Density-Based Spatial Clustering of Applications with 
Noise) method has been well studied and used in many applications. DBSCAN is a 
density based clustering containing large amount of data which has noise and outliers. 
Clusters are regarded as regions in which the objects are dense, and are separated by 
regions of low object density or noise [22], [23].  DBSCAN clustering algorithm has 
become popular rapidly and applied in different fields of science.  

In our study, we apply DBSCAN clustering methods for clustering of features. In this 
paper, we propose a new feature selection algorithm based on F-DBSCAN feature 
clustering. First we partition features into clusters by using F-DBSCAN clustering 
method. Since mutual information is good at determining how much information is 
shared by two features, we use it to measure similarity of features in F-DBSCAN 
algorithm, so features in each cluster are more dependent to each other. Then, we use a 
special metric to choose the most representative features that are strongly related to 
target classes. The aim is to choose an optimal subset of features thereby reducing the 
number of features involved in the clustering process. 

This paper is organized as follows. Some related works of feature selection are 
reviewed in section 2. The proposed method for feature selection and some 
corresponding definitions and algorithms are stated in section 3. The experiment of 
evaluation with different feature selection algorithms are shown in section 4. 
Conclusions are finally given in section 5. 

2. Related Works  

During past years, various feature selection algorithms have been witnessed. Here 
only the latest methods will be discussed briefly. The common approach for these 
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algorithms is to search for an optimal set of features that provides good classification 
result. Many feature selection algorithms use information theoretic measure such as 
entropy, mutual information and information gain to evaluate the feature-class relevance 
as well as feature-feature redundancy [24], [25]. Peng et al.[26] introduce a mutual 
information based feature selection method called mRMR that combines minimal-
redundancy-maximal-relevance and wrappers. FCBF [27] is a fast filter method which 
can identify relevant features as well as redundancy among relevant features without 
pairwise correlation analysis. Hoque et al.[7] introduce a greedy feature selection 
method  using mutual information called MIFS-ND. This method uses both feature-
feature mutual information and feature-class mutual information to select a subset of 
features which are strongly relevant but non-redundant. 

Feature clustering methods make features cluster together rather than instances. In this 
case, instances distance metric is replaced by feature similarity. Song et al. [8] introduce 
a clustering-based feature subset selection algorithm called FAST. The method consists 
of two steps. In the first step, features are divided into clusters by using graph-theoric 
clustering methods. In the second step, the most representative feature that is strongly 
related to target classes is selected from each cluster to form the final subsets of 
features. Au et al.[19] use a new method to cluster features for feature selection called 
ACA. ACA employs an information measure to evaluate the interdependence between 
features and groups the features that are dependent on each other into clusters. Liu et 
al.[20] propose a new filter feature selection method by using clustering with 
information metric. In this method, each feature is considered as a data point cluster 
with between-cluster and within-cluster distances. Maji [28] introduce a new quantitive 
measure, based on mutual information, to compute the similarity between features. The 
proposed measure incorporates the information of sample categories while measuring 
the similarity between features. As shown in recent researches, using a feature 
clustering-based method for the general feature selection problem is effective approach. 
Quite different from these clustering-based algorithms, our proposed FFS algorithm 
uses F-DBSCAN method to cluster features.  

3. The Proposed Method 

The proposed method uses information theory and F-DBSCAN clustering algorithm 
to select a subset of relevant features. In this method, an information-theoretic concepts 
based measure is utilized as the feature redundancy and relevance metric.  Given an 
initial set of d features, F={F1,F2,…Fd}, and class label C, the proposed algorithm is to 
find out F' with m features, that minimizes the redundancy among features and 
maximizes the relevance between the feature set and class label. The proposed 
algorithm logically consists of two steps: 1) features clustering, 2) selecting 
representative features for each cluster. 

3.1 Redundancy and Relevance Measure 

The symmetric uncertainty (SU) is adopted to measure the redundancy among 
features and relevance between the feature set and the class label. It is calculated based 
on entropies of two features or feature-class and the mutual information between them. 
Given random variables X and Y, is defined as follows: 
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Where the H(x) is the entropy of a random variable X. Suppose p(x) is the probability 
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I(X,Y) is the mutual information between variable X and Y, and is defined with the 
joint probability p(x,y) and prior probability p(x), p(y) as 
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Features in feature set F and target C both are treated as random variables. The 
symmetric uncertainty (SU) normalizes its value to the range [0, 1]. A value 1 of SU(X, 
Y) indicates that X and Y are strongly interdependent. On the other hand, the value 0 
reveals that they are independent. 

Therefore, some features holding great SU values with each other are considered as 
redundant. They can be replaced by one of them. If some feature has a great SU value 
with the target, it is relevant to the target. 

3.2 Feature Clustering  
It note that the process of feature selection works like data clustering, where each 

cluster contains the features, which are more relevant to classes and irrelevant to each 
other. Thus, we use the idea of clustering to serve for the purpose of feature selection. 
To this end, the F-DBSCAN clustering algorithm is applied to group the features into 
different clusters based on the features similarities. Also it can detect noisy features and 
remove them from the list of features. So the features within a cluster are more 
correlated with each other, whereas features in different clusters are less correlated.  

To group features F1, F2, …, Fd into clusters, we build our information-theoric feature 
clustering algorithm by converting the popular DBSCAN into F-DBSCAN algorithm. 
Their differences are in data representation and distance measurement. For the 
individual clustering point, it is feature in our method, not data point. Also, we use 
mutual information instead of Euclidean distance measure. This algorithm requires the 
specification of two input parameters. The input parameters are the radius of cluster 
(Eps) and minimum required features inside the cluster (MinF). The basic idea in F-
DBSCAN algorithm is as follows: 

Difinition1. The neighborhood of a feature fi, denoted as Ne (fi), is defined by 
   }|),(||{)( epsffMIDffN jijie ≤∈=  

Difinition2. A feature is a core feature if it has more than a specified number of 
features (MinF) within Eps. These are features that are at the interior or a cluster. 

Definition3. A border feature has fewer than MinF within Eps, but is in the 
neighborhood of a core feature. 

Definition4.  A noise feature is any feature that is neither a core feature nor a border 
feature. 

Definition5. A feature fj is directly density-reachable from a feature fi when
)( iej fNf ∈  
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Definition6. A feature fi is density-reachable if there is a chain of features f1, f2, ..., 
fd=fi such that fj is directly density-reachable from fj+1. 
Algorithm 1. F-DBSCAN 
Function F-DBSCAN (Dataset D, Eps , MinF) 
For each fi ∈D do 
If  fi  is not yet classified then 
   If fi  is a core feature then  
      Collect all features density-reachable from fi  and 
       Assign them to a new cluster. 
Else 
Assign fi to noise. 

3.3 Representative Features Selection  
 In this subsection, a new feature evaluation function is proposed for measuring 

representative features. Designing a feature evaluation function to measure the quality 
of candidate features is an important issue in the feature selection process. Most of the 
existing evaluation functions consider a feature with the largest dependency on the 
target class as a representative feature, but not take into consideration the redundancy 
between the selected features. Hence a new evaluation function is defined here that 
combines maximum relevance and the minimum redundancy together for measuring 
candidate features. 

After features clustering, in the second step, we select the representatives from each 
cluster so that the other features that are dependent to the representatives are eliminated. 
In order to select the representatives, we calculate an evaluation function for all features 
within a cluster. The evaluation function of the candidate feature fi is defined by:  

)),(()),((
),()(
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CfSUfJ

ii

i
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=                                                                           (4) 

where )),(( FfSUavg i and )),(( FfSUstd i  are the average and standard deviation of 
the SU  between if  and features within a other clusters. 

Definition7. A feature Fi ∈C={ F1, F2, ..., Fm} (m< |C|) is a representative feature of 
the cluster C if and only if, 

).(maxarg jCFi FJF
j∈

=  

Then the features with greatest J value are selected as representative from each 
cluster. The representative features that have high relevance with the target classes and 
low redundancy will be selected in the feature selection process. In this way, a 
reasonable subset of features can be selected.  
The details of the FFS algorithm are shown in Algorithm 2. 
Algorithm 2. FFS algorithm 
Input: d, the number of features, dataset D, F={f1,f2,…,fd}, the set of features, , Eps , MinF 
Output: F’, an optimal subset of features 
Steps:  
 [cluster]=F-DBSCAN(Dataset D,Eps,MinF) 
Cand(F)←0 
Count ←1 
While Count ≤ k do 
ClusterF← find(cluster==Count) 
For all features ∈ ClusterF do 
RepF ← argmax J(f) 
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Cand(F)←cand(F) ∪ {RepF} 
End 
End  
Return features set F' 

3.4 Example  
An example shows how the algorithm works at feature selection. Let 

F={F1,F2,F3,F4,F5,F6,F7,F8} be a set of eight features. First, for a feature Fi ∈ F we 
compute feature-feature mutual information with every feature Fj ∈ F(i≠j) . Suppose 
every mutual information values shown in Fig.1(a). Next, in order to cluster the features 
we apply F-DBSCAN algorithm by Eps=1.08 and MinF=1. Here, MI(F1,Fj)(j=2,…,8) is 
greater than 1.08 so we consider F1 as a cluster. We also observed that 
MI(F2,F4),MI(F3,F4),MI(F4,F5),MI(F5,F6),MI(F4,F8) is smaller than 1.08 and 
MI(F7,Fj)(j=1,…,6) is greater than 1.08. As shown in Fig.1(b), it finds that the optimal 
number of clusters is three. F-DBSCAN identifies three clusters of features: 
{F1},{F2,F3,F4,F5,F6,F8}and{F7}. Then we compute evaluation function  J(F) for every 
feature in each cluster and select feature with maximum value of  J. consider the 
scenario shown in Fig1(c). Here, features {F1, F4, F7} have the maximum value of J. 
Hence features {F1, F4, F7} will be selected from F. 

3.5 Classifiers 
For evaluating the classification performance of the reduced feature subset, we used 

the different classifiers. In this subsection we provide a brief introduction to three 
classifiers which can be used for feature selection. Three of the most widely used and 
successful methods of classification are C4.5 decision trees (DT), K-nearest neighbor 
and Naïve Bayes (NB) learning. 

Decision tree learning algorithm C4.5 builds decision tree by a set of training data 
using entropy based criterion. Thus, each feature of data can be used to make a decision 
that splits the data into two smaller subsets. Decision trees are also believed to be quite 
fast at any rate, several orders of the magnitude faster than the neural networks and 
SVMs. 

K-nearest neighbor is an instance-based classification method that has been an 
effective approach for classification problems. It classifies samples based on closest 
training samples in the feature space. A sample is classified by a majority vote of its k-
neighbors [25]. 

The Naïve Bayes classifier is one of the oldest classifiers. It is the simplest form of 
Bayesian network, in which all attributes are independent given the value of the class 
variable. The major advantage of the Naïve Bayes classifier is its short computational 
time for training. Naïve Bayes and the KNN can be easily used as incremental learners 
whereas rule algorithms cannot. 
Also, contrary to KNN, NB and decision trees are considered resistant to noise 
because their pruning strategies avoid over-fitting the data in general and noisy data in 
particular. 

Classification accuracy is the ratio of true positive and false positive to the total 
sample. In our experiment it is calculated by: 

|tan|
||

ceIns
resultCorrectCA −

=                                                                                       (5) 

where || resultCorrect −  represents the number of correct classification result and 
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|tan| ceIns  is the number of instances in a dataset.                                                     

4. Experiments and Results 

Experiments were carried out on a workstation with 6GB main memory, 2GHZ Intel® 
core(TM)i7 cpu and 64-bit windows 10 operating system. All experiments of this 
section were done over 10 datasets taken from UCI dataset repository that are noise 
free. [29]. Descriptions of the datasets are given in table1. To evaluate the performance 
of our algorithm we use three well know classifiers, namely, Decision Trees, K-nearest 
neighbor (KNN), Naïve Bayes (NB) after feature selection. 

 

 

 
 Figure 1. An example of FFS algorithm steps 

 
 
 
 
 
 
 

Table 1.Description of the datasets 
Data ID Dataset #Instances #Attributes #Classes 

1 spamebase 4601 57 2 
2 Coil2000 5822 85 2 
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3 wine 178 13 3 
4 hepatitis 366 34 6 
5 satimage 155 19 2 
6 lymphography 148 18 4 
7 Xd6 461 9 2 
8 Waveform-40 5000 40 3 
9 Image segmentation 2310 19 7 
10 Statlog(suttle) 58000 9 7 

 
The proposed algorithm is compared with four standard feature selection algorithms, 

namely mRMR, FCBF, ReliefF and MIM. mRMR use the maximum relevance and 
minimum redundancy criterion to select a feature from the original feature set. FCBF is 
a fast filter method which can identify relevant features as well as redundancy among 
relevant features without pairwise correlation analysis. ReliefF extends Relief, similar 
to Relief, ReliefF randomly samples a number of instances from training set and 
updates the relevance estimation of each feature based on the difference between the 
selected instance and the two nearest instances of the same and opposite classes. MIM 
by picking features which maximize their mutual information with the class to predict 
conditional to any feature already picked, it ensures the selection of features which are 
both individually informative and two-by-two weakly dependent. 

4.1 Classification Accuracy 

In what follows, the classification performance of the proposed algorithm, along with 
a comparison with other four algorithms, is demonstrated on the data sets using the 
classification accuracy of the three classifiers: C4.5, K-NN, and Naïve Bayes. 

Tables 2, 3, and 4 show the classification accuracies of the three different types of 
classifiers on the 10 datasets after each feature selection algorithm is performed, 
respectively. 
 

Table 2.Classification accuracy of C4.5 with five feature selection algorithms 
Dataset FFS mRMR FCBF ReiliefF MIM 
spamebase 85.54% 90.43% 81.63% 84.89% 84.89% 
Coil2000 94.07% 76.95% 84.45% 68.15% 68.15% 
wine 88.57% 82.85% 74.28% 85.71% 71.42% 
hepatitis 67.74% 48.38% 54.83% 45.16% 35.48% 
satimage 83.42% 58.17% 80.04% 83.29% 54.45% 
lymphography 89.47% 68.42% 52.63% 73.68% 78.95% 
Xd6 67.39% 67.39% 66.30% 66.30% 66.30% 
Waveform-40 65% 63.33% 61.67% 58.33% 65% 
Image segmentation 88.63% 91.88% 87.26% 88.96% 91.88% 
Statlog(suttel) 99.72% 99.72% 97.21% 94.55% 96.87% 
average 82.95% 74.75% 74.03% 74.90% 71.34% 
 

Table 2 shows the classification accuracy of C4.5. From it we observe that the 
proposed feature selection gives good classification accuracy on most datasets. In 
addition, from the average classification accuracies presented in the last row of table, it 
can be seen that the average accuracy value for all datasets is equal to 74.75% for 
mRMR, 74.03% for FCBF, 74.90% for ReliefF, and 71.34% for MIM, compared with 
82.95% for FFS. FFS ranks 1 with a margin of 8.05% to the second best accuracy. From 
this, we can observe that the proposed algorithm is clearly superior to others on most of 
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the datasets. With the experimental results presented in Tables 3 and 4 by the K-nearest 
neighbor and Naïve Bayes classifiers, respectively, we can see that the proposed 
algorithm FFS shows similar patterns to that of C4.5 classifier. But for some dataset 
FFS is not the best; for example, in spamebase dataset we can observe that FFS ranks 2 
to the best accuracy of Decision Tree and KNN of mRMR. However, the Eps value 
used for this dataset may not be the optimal value.  
 

Table 3. Classification accuracy of K-NN with five feature selection algorithms 
Dataset FFS mRMR FCBF ReiliefF MIM 
Spamebase 74.13% 80.54% 73.47% 71.63% 72.06% 
Coil2000 94.07% 39.13% 71.63% 39.45% 42.93% 
wine 82.85% 77.14% 71.14% 74.28% 68.57% 
hepatitis 67.74% 54.83% 54.83% 48.38% 45.16% 
satimage 81.84% 54.90% 80.60% 83.43% 56.46% 
lymphography 78.95% 73.68% 47.37% 68.42% 63.16% 
Xd6 67.39% 67.39% 66.30% 66.30% 56.52% 
Waveform-40 66.67% 70% 71.67% 51.67% 75% 
Image segmentation 91.23% 91.23% 88.96% 79.87% 95.45% 
Statlog (suttel) 99.72% 98.04% 95.09% 93.11% 94.86% 
average 80.46% 70.68% 72.10% 67.65% 67.01% 

 
Table 4. Classification accuracy of Naïve Bayes with five feature selection algorithms 

Dataset FFS mRMR FCBF ReiliefF MIM  
Spamebase 62.93% 82.82% 75.10% 81.95% 81.73% 
Coil2000 94.07% 65.86% 76.52% 60.10% 64.67% 
wine 94.28% 85.71% 85.71% 91.42% 85.71% 
hepatitis 67.74% 51.61% 64.51% 38.70% 41.93% 
satimage 76.09% 59.30% 76.32% 77.90% 58.17% 
lymphography 71.54% 64.37% 51.26% 65.62% 61.29% 
Xd6 67.39% 67.39% 66.30% 66.30% 66.30% 
Waveform-40 70% 75% 76.67% 46.67% 80% 
Image segmentation 75.58% 66.67% 64.28% 58.67% 67.85% 
Statlog(suttel) 82.71% 80.25% 79.36% 81.54% 80.17% 
average 76.23% 69.88% 71.60% 66.88% 68.78% 

4.2  Proportion of Selected Features 
The proportion of selected features is the ratio of the number of features selected by a 

feature selection algorithm to the original number of features of a dataset. Fig 4 shows 
the proportion of the proposed feature selection algorithm (FFS) for each dataset.  It can 
observe that FFS is able to select less than 45% of features for feature selection in 
different datasets. The results indicate that the average proportion of selected features is 
24.40% and the proposed algorithm obtained the best classification accuracy of C4.5, 
K-NN and NB by 82.95%, 80.46% and 76.23%, respectively. Fig 2 shows Average 
accuracy of 5 methods of decision tree. Note that, in average of all cases, the proposed 
method gets the best results for C4.5 classifier. Generally the algorithm achieves 
significant reduction of dimensionality by selecting only a small portion of the original 
features. Also, it is shown that with the increase in size of the original feature sets for 
different datasets, the cardinality for optimal feature subset identified by FFS also 
increases. Therefore, when the size of feature set varies from 9 to 85 (as shown in Table 
1) the cardinality of the optimal feature subsets varies from 1 to 16. Fig 3 establishes 
this fact for 10 datasets.  
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Figure 2. Average accuracy of 5 methods of decision tree 

5. Conclusions 

In this paper, we have presented a novel supervised feature selection method, which 
includes feature clustering and representative feature selection. The proposed algorithm 
can select candidate features that have high relevance to the class and low redundancy 
among the selected features. We have compared the performance of the proposed 
algorithm with some existing methods. The experiment results show that our method is 
effective for feature selection. Also, results on the various datasets show that the FFS 
method performs consistently well for the different sets of features chosen with an 
accuracy of 65-99.72%. F-DBSCAN algorithm is sensitive to its input parameters and it 
is not easy to determine the optimal value of them in practice. For the future work, we 
will extend the proposed method to choose F-DBSCAN parameters automatically by 
using optimization algorithms.  

 

Figure 3. Optimal range of the size of feature subsets for different datasets 

 

Figure 4. Proportion of selected features for different datasets 
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