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1. Introduction

Before of expansion of the internet and computer networks, the major challenge for 
people was lack of access to and evaluation of data 
problem is to find proper information from a bulk of available data. The widespread 
dominance of web and increasing amount of information call for methods and 
techniques 
suggested in response to such overwhelming problems 
documents is a method for text processing whereby similar texts are categorized on the 
basis of 
detection are usually used in text classification and processing 

Text documents contain information about a variety of topics in the form of sentences 
and paragraphs. They als
Nevertheless, classification and detection of a large number of text documents are 
possible only by intelligent systems 
then weighted 
determines overall efficiency of text analysis 
to further detection errors. Keywords are mapped into a two
and then weighted to
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Classification algorithms need to be accurate and high-quality in terms of validation. 
Meta-heuristic algorithms are highly potent in finding optimal solutions. They use 
information and experience gained during the search process as the memory for guiding 
the process of more prominent solution spaces. Thus, the present paper uses a 
combination of CSA [12] and KNN [13] to classify text documents. CSA is a meta-
heuristic algorithm adopted from the life of crows for FS. Crows look for food in groups 
and are highly intelligent. KNN is a data-mining procedure that is used for classification 
of text documents. It proves to be powerful in detecting classes of data based on k-value 
[14, 15, 16 and 17]. 

The paper is structured as follows: in Section 2, we review the literature of the studies 
previously done on text documents classification. In Section 3, explains CSA, KNN and 
the proposed model. In Section 4, evaluates results and compares the proposed model 
with other models. Finally, in Section 5, conclusions and suggestions are made for 
future studies. 

2. Related Works  

There is a bulk of literature on text documents classification and FS, using different 
methods for FS and weighting. Some of these studies are given below. 

Support Vector Machine (SVM) and Naïve Bayes (NB) are data mining algorithms 
proposed for classification of text documents [18] based on Improved Global Feature 
Selection Scheme (IGFSS) model that is a combination of FS models. Information Gain 
(IG), Gini Index (GI), Distinguishing Feature Selector (DFS), and Odds Ratio (OR) are 
used for FS in NB and SVM. Evaluations are done on Reuters-21578, Webkb and 
Classic3.  
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Results show that combined models of IG+IGFSS, GI+IGFSS, and DFS+IGFSS are 
more accurate for classification than IG, GI, and DFS. 

Text Classification using Semi-supervised Clustering (TESC) [19] is proposed, based 
on NB, for Reuters-21578 and TanCorp. It uses class centrality to detect key words and 
correlation between documents in order to promote accuracy. First, documents are 
randomly classified and a document is selected as a paradigm for selecting other 
documents. Results demonstrate that TESC is more accurate than Back-Propagation 
Neural Network (BPNN) and SVM. 

B-Tree [20] is proposed for classification of text documents, compared to SVM, KNN 
and NB. B-tree is in fact a tree with roots at the top and leaves at the bottom level. 
Similar documents are weighted with leaves. B-Tree shows an accuracy of 87.85 on 20 
Newsgroup, as compared to other models like SVM (85.65), KNN (70), and NB 
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(86.50). The obtained Accuracy on Google Newsgroup for B-Tree, SVM, KNN, and 
NB was 96.00, 45.25, 46.25, and 80.00, respectively. 

Different techniques for words frequency have been proposed for classification of text 
documents on 20 Newsgroup, Reuters-21578, and TanCorp based on SVM and KNN 
[21]. Frequency is estimated using TF, TF-IDF, TF-IDF-ICDDF, TF-CHI, TF-Prob, TF-
RF, TF-IGM, and RTF-IGM. TF-IGM and RTF-IGM show greater Accuracy and are 
defined by Equations (5) and (6). 
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Results show that RTF-IMG in SVN and KNN shows greater accuracy in finding 
frequency than other methods. However, maximum accuracy was found for RTF-IGM 
in TanCorp. TF-IGM ranked second in terms of Accuracy. 

Text Categorization using Feature Projections (TCFP), including SVM, NB, and 
KNN, is proposed for classification of text documents [22]. It uses synthetic methods to 
find frequency of key words. Evaluations are performed on Newsgroups, Reuters, and 
Webkb. F-measure for all the three data sets in TCFP is 86.19, 75.47, and 89.09, 
respectively, which is higher than SVM, NB, and KNN. Moreover, F-Measure for SVM 
in the above data sets was 82.49, 73.74, and 87.41, respectively. 

Self-Organizing Maps (SOM) and SVM model is proposed for classification of text 
documents [23]. SOM is an unsupervised method based on competitive learning where 
units compete with each other in every single learning phase to remain active. Finally, 
the winning unit is weighted different from other units. Evaluations are performed on 
Reuters-21578, Webkb, 20 Newsgroup. The Results show that accuracy of SOM for 
these data sets was 60.14, 92.28, and 97.00, respectively, while the Accuracy of SVM 
was found to be 96.68, 94.73, and 99.72. 

X2, IG, MI, ECE, and t-test are methods used for extracting keywords [24]. SVM and 
KNN are also used for classification of Reuters-21578 and 20 Newsgroup. In t-test, data 
are characterized by relative or interval scale. Results reveal that SVM in X2 method is 
more accurate than KNN. MI on 20 Newsgroup shows greater Accuracy. Finally, t-test 
is more efficient than other methods for vast documents. 

KNN and C4.5, combined by Genetic Algorithm (GA), are proposed for classification 
of text documents in conjunction with frequency methods [25]. GA is used for FS. 
Evaluations are performed on Reuters-21578 and Classic3. Results of 7542 features 
demonstrate that F-Measure for KNN and C4.5 is 83.02 and 86.88, indicating that C4.5 
is more accurate than KNN.  

Different classification models are compared in Table (1). 
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Table 1. Comparison of Models for Classifying Text Documents 
Time 

Complexity Correlation FS Technique Data sets Models References 

Low High X Supervised 
●Reuters-21578 
●Webkb 
●Classic3 

SVM 
[18] 

NB 

Low Medium X Supervised ●Reuters-21578 NB [19] 

 
High Medium X Unsupervised 

●20 Newsgroup 
●Google 
Newsgroup 

B-Tree [20] 

Low High X Supervised 
●20 Newsgroup 
●Reuters-21578 
●TanCorp 

SVM 
[21] 

KNN 

Low High X Supervised 
●20 Newsgroup 
●Reuters-21578 
●Webkb 

SVM 
[22] NB 

KNN 

High Medium 
X 

Supervised 
●20 Newsgroup 
●Reuters-21578 
●Webkb 

SVM 
[23] 

√ SOM 

Low High X Supervised ●20 Newsgroup 
●Reuters-21578 

SVM [24] KNN 

Low High √ Supervised ●Reuters-21578 
●Classic3 

KNN [25] C4.5 

3. The Proposed Model 

Efficiency, accuracy and speed are key factors for measuring similarity in text 
documents [26]. Detecting words frequency is highly important for extracting 
prominent features and accuracy of detections. TF is the most efficient scheme for 
weighing words in vector space of documents. One of the main problems that exist in 
the FS is that most of linear models are unable to recognize the best features and they 
cannot choose the graceful features. Therefore, selecting an appropriate algorithm for 
evaluating is an important criterion in discovering the best solution for the best 
category. The present paper proposes a synthetic model of CSA and KNN for 
classification of text documents. CSA is a meta-heuristic algorithm adopted from 
collective life of crows. In CSA, initial population is defined as
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iteriiteriiteri xxxx =+ . The position of each crow is defined by Equation (7) 
[12]. The initial population is carried out based on the amount of weight found by 
counting keywords. This means that at first, the total number of keywords are identified 
and then they take on a weight based on their frequencies. Vectors are distinguished 
based on weight and the vectors that have much more weight are elected as optimal 
vector. 
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A number of N crows are randomly distributed in a d-dimensional space, each 
searching their surroundings. Crow memories are predefined and can improve their 
memories through experience and finding optimal solutions. Crow memory is defined 
by Equation (8) [12].  
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The memories are updated by Equation (9) [12], where x is position of the crow, r is a 
random number [0, 1], f is flight distance and m is finding a new location. 

(9) )( ,,,,1, iteriiterjiteri
i

iteriiteri xmfrxx −××+=+  
In the proposed model, data are summoned from Reuters-21578 [27], Webkb [28], 

and Cade 12 [28] and enter pre-processing filter where irrelevant and redundant words 
are removed to obtain higher accuracy. In fact, preprocessing is performed to purify 
documents off saturated data. Then, words extraction is performed using TF which 
prevents words scattering and is a powerful counter. Equation (10) is used for counting 
the words where (tk, di) indicates frequency of each feature tk in document di [29]. 

(10) 



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∉
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==
ik
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),(

),(  

Next, words are weighted to be analyzed smoothly in the features vector and to 
increase accuracy of detecting nearest neighborhood. When preprocessing, extraction 
and weighting are done, FS starts. Figure (1) shows the flowchart for the proposed 
model. 
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Figure 1. Flowchart for the Proposed Model 

CSA is used for selecting optimal features to perform a better classification. Vector 
lengths are filled with words weights. First, initial population, which is weight of words, 
is placed on the number of vectors to obtain vector fitness. A vector with optimal fitness 
is selected and directed to KNN classifier, where the neighborhood of words weights is 
determined and the documents are trained by words weights. An unclassified sample 
can be easily identified by comparing it to other similar samples of KNN. Therefore, a 
measure is required to denote the distance between the samples. Suppose a feature 
vector >< )(),...,(),( 21 xaxaxa n . We use Euclidean distance of Equation (11) to determine 
the distance between xi and xj [13]. 
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2))()((),(  
Neighborhood of weights is estimated by Equation (11), and main key word is 

retrieved by its index, and the related documents are classified in the same cluster.  

4. Evaluation and Results 

The proposed model is evaluated on Reuters-21578, Webkb, and Cade 12 using 
VC#.NET 2015. Reuters-21578 documents contain 21578 texts in 135 different classes. 
Webkb documents includes a set of different documents on the internet, collected from 
different Computer Science Departments of universities, and contains 4199 text 
documents. Cade 12 documents include 40983 texts collected from web pages in Brazil. 
Table (2) represents results of KNN model on Reuters-21578, Webkb, and Cade 12 with 
different k values. When training is over, test documents are evaluated and detection 
accuracy is estimated using Equation (15) [30]. 
 

(12) 
FPTP

TPecision
+

=Pr  
(13) 

FNTP
TPcall
+

=Re  
(14) 

)Re(Pr
Re*Pr*2

callecision
callecisionMeasureF

+
=−  

(15) 
)(

)(
FNFPTNTP

TNTPAccuracy
+++

+
=  

 
TN indicates number of records whose real class is negative and the classifier 

algorithm recognizes them as negative. TP indicates number of records whose real class 
is positive and the classifier algorithm recognizes them as positive. FP indicates number 
of records whose real class is negative but the classifier algorithm recognizes them as 
positive. FN indicates number of records whose real class is positive but the classifier 
algorithm recognizes them as negative. 

Table 2. Results of KNN model with different k values 
Data sets K Criterions Cade 12 Webkb Reuters-21578 

75.48 77.35 76.34 3 
Precision 72.00 73.87 73.24 4 

68.46 69.34 70.08 5 
69.58 68.24 69.47 3 

Recall 67.32 65.07 67.28 4 
66.41 62.01 65.12 5 
72.41 72.51 72.74 3 

F-Measure 69.58 69.19 70.13 4 
67.42 65.47 67.51 5 
72.23 70.64 68.32 3 

Accuracy 70.31 67.32 65.02 4 
69.16 62.20 62.45 5 
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As can be seen in Table (2), k value is essential for detection accuracy. Accuracy is 
higher for the three datasets when k=3. However, maximum accuracy is found for Cade 
12 (72.23). Table (3) shows results of the proposed model on Reuters-21578, Webkb, 
and Cade 12 with k and FS numbers. 

Table 3. Results of the Proposed Model with k and FS Numbers 
FS=120 FS=80 

K Criterions Cade 
12 Webkb Reuters-

21578 
Cade 

12 Webkb Reuters-
21578 

97.34 96.34 95.30 95.30 96.47 94.34 3 
Precision 94.90 94.15 96.00 93.07 95.24 93.00 4 

93.27 92.27 95.18 91.56 93.03 91.27 5 
85.47 86.30 82.02 80.14 76.34 79.32 3 

Recall 84.19 82.24 81.15 79.33 74.21 76.24 4 
81.22 80.20 80.20 76.84 73.41 74.20 5 
91.02 91.04 88.16 87.07 85.23 86.16 3 F-

Measure 89.22 87.79 87.95 85.65 83.42 83.79 4 
86.83 85.81 87.05 83.56 82.06 81.85 5 
96.86 96.00 97.24 96.34 97.54 96.24 3 

Accuracy 94.25 95.12 95.62 94.11 96.20 93.62 4 
93.64 93.17 92.84 92.77 94.06 91.84 5 

Table (3) shows that F-Measure and Accuracy are more efficient for FS=120 because 
of increased feature diversity. Here, features are compared with more neighbors and 
common features in the same document are more likely to be found.  

Table (4) compares the proposed model with KNN and C4.5 in terms of applied 
methods and number of features for FS on Reuters-21578 and k=3. 
  



 

Journal of Advances in Computer Research  (Vol. 9, No. 2, May  2018) 37-48 
 
 

45 

Table 4. Comparison of the Proposed Model with KNN and C4.5 on Reuters-21578 
Proposed Model C4.5 [25] KNN [25] FS=IG 

[25] F-
Measur

e 

Recal
l 

Precisio
n 

F-
Measur

e 

Recal
l 

Precisio
n 

F-
Measur

e 

Recal
l 

Precisio
n 

95.76 95.20 96.33 94.57 94.63 94.50 94.93 94.71 95.14 75 
95.85 96.47 95.23 94.83 94.84 94.82 95.80 97.38 94.26 151 
96.88 96.55 97.21 94.74 94.63 94.86 95.79 97.62 94.03 226 
96.58 97.12 96.04 95.43 95.38 95.48 96.34 97.86 94.87 302 
96.21 96.89 95.54 95.42 96.02 94.83 95.85 97.73 94.04 377 
93.71 94.57 92.87 95.51 95.40 95.61 95.39 97.54 93.33 453 
92.44 93.35 91.54 94.84 94.47 95.21 94.70 97.86 91.74 528 
93.16 94.48 91.87 95.30 95.27 95.32 94.31 97.78 91.07 603 
92.40 93.84 91.00 94.88 94.52 95.24 94.13 97.92 90.63 679 
95.34 96.80 93.84 95.30 95.43 95.18 93.74 97.65 90.14 754 

Proposed Model C4.5 [25] KNN [25] FS=IG
-GA 
[25] 

F-
Measur

e 

Recal
l 

Precisio
n 

F-
Measur

e 

Recal
l 

Precisio
n 

F-
Measur

e 

Recal
l 

Precisio
n 

93.67 93.12 94.23 94.78 93.40 96.20 95.03 94.68 95.37 42 
96.41 95.88 96.94 95.22 94.47 95.98 96.31 95.99 96.64 83 
96.56 95.47 97.68 95.00 94.60 95.39 97.21 96.93 97.50 121 
98.35 98.90 97.82 95.80 95.65 95.95 97.84 97.52 98.17 169 
96.27 96.00 96.54 95.90 95.40 96.41 97.66 97.60 97.73 197 
97.74 96.67 98.84 95.96 95.40 96.51 97.57 97.73 97.42 241 
94.57 94.27 95.24 95.88 95.65 96.11 97.50 97.84 97.16 286 
95.84 95.66 96.03 95.75 95.11 96.40 97.54 98.05 97.04 317 
97.72 96.47 99.00 95.96 96.08 95.84 97.57 98.10 97.04 352 
96.95 96.50 97.40 95.61 95.51 95.72 97.35 97.78 96.93 384 

Proposed Model C4.5 [25] KNN [25] FS=IG
-PCA 
[25] 

F-
Measur

e 

Recal
l 

Precisio
n 

F-
Measur

e 

Recal
l 

Precisio
n 

F-
Measur

e 

Recal
l 

Precisio
n 

95.89 95.44 96.35 94.60 93.53 95.68 93.86 93.75 93.97 36 
96.79 96.24 97.35 94.97 94.76 95.17 96.00 95.54 96.47 71 
96.10 96.00 96.20 94.81 94.66 94.96 96.64 96.37 96.91 103 
95.01 94.78 95.24 95.53 95.40 95.66 97.40 97.03 97.77 134 
97.94 97.68 98.21 95.58 95.62 95.54 97.18 97.11 97.24 162 
97.86 98.11 97.63 95.68 95.67 95.70 97.16 97.46 96.87 193 
95.13 94.89 95.37 95.52 95.35 95.68 97.16 94.70 94.70 222 
97.66 97.31 98.02 95.54 95.32 95.76 97.26 97.73 96.80 250 
96.66 98.54 96.80 95.53 95.40 95.66 97.02 97.76 96.29 278 
93.82 93.54 94.10 95.42 95.35 95.48 96.99 97.65 96.34 303 

It is clearly seen in Table (4) that Accuracy of the proposed model is greater than 
KNN and C4.5 when FS= IG for features of 75, 151, 226, and 302. In case of FS=IG-
GA for features of 83, 241, 352, greater Accuracy is obtained. When FS=IG=PCA, the 
proposed model shows greater Accuracy for features of 36, 71, 162, 250. Moreover, 
KNN shows greater detection Accuracy than C4.5. In the proposed model, FS has been 
used to increase the accuracy and proximity of data, then the TP between the data is 
high. But in KNN and C4.5 models, the total space and the features of problem have 
been used, then the probability of FP is high among the categories. The reason why 
some features have much worse value is that CSA is stuck in some cases in the 
optimum local and there is no chance of reaching to the graceful precision. Also, 
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because some feature of vectors may not have adequate weight and therefore category 
model cannot very well find a similarity between categories. 

The main advantages of CSA compared to other models is the use of memory in a 
way the graceful features are preserved by all crows. In other words, the CSA, each 
crows benefited from his past information, while there is no such behavior or trait in 
other algorithms, for example, in GA, there is no such memory and the prior knowledge 
of the issue is once lost with the population change. In CSA, each crow changes his 
position due to his personal experiences and the experiences of all the crows. As a 
result, there is fruitful cooperation between the crows and the crows in groups share 
their information with each other and find their best position that is the same weight.  

5. Conclusion and Future Works 

This paper proposed a synthetic model based on KNN and CSA. Evaluation of the 
model is performed on Reuters-21578, Webkb, and Cade 12. Our results indicate that 
the proposed model is more accurate than KNN it applies FS which promotes efficiency 
of classification and contributes too identifying weights of keywords in neighboring 
documents using KNN. The proposed model is also compared to KNN and C4.5 and 
improves F-Measure to %3. The paper seeks to promote accuracy of classification using 
FS based on CSA. However, optimal features selection is the major drawback in 
classifying text documents. We hope to come up with more optimal solution to FS on 
the basis of machine learning techniques. 
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