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Abstract
In this paper, two new hybrid algorithms are proposed for decoding Low Density Parity Check (LDPC) codes. Original version of the proposed algorithms named Search Based Weighted Multi Bit Flipping (SBWMBF). The main idea of these algorithms is flipping variable multi bits in each iteration, change in which leads to the syndrome vector with least hamming weight. To achieve this, the proposed algorithms do multi-dimensional searching between all possible bit position(s) that could flip in each iteration to select the best choices. It goes without saying that each iterative decoding algorithm provides a distinct trade-off between complexity and performance. SBWMBF algorithm can flip several bits in each iteration. This ability causes a faster convergence rate and less hardware complexity compared to the other hybrid decoding algorithms. Then, in order to simplify and reduction in run time of original version, we have proposed a simplified form. Simulation results, when compared to other known decoding algorithms, illustrate that two proposed algorithms are highly efficient. They converge significantly faster and have a tangible reduction in iteration number and computational complexity. Also the presented algorithms have superior performance but with little performance penalty than the robust BP algorithm.
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1. Introduction
Low-Density Parity-Check (LDPC) codes were originally invented by Gallager [1], and brought back into prominence by Mackay and Neal [2]. It is a kind of binary linear block code whose parity check matrix is sparse which has much fewer 1’s than a common matrix. A sparse parity check matrix facilitates simple decoding algorithms and low-complexity decoder designs. Parity check matrix of LDPC code often represent by a bipartite graph, called Tanner graph [2], which is composed of n variable nodes and m check nodes. Those variable nodes and check nodes are connected by edges defined by nonzero entries of matrix H. The number of 1s in each column of H determines the number of edges for each variable node connected to check nodes. Similarly the number of 1s in each row of H determines the connections from each check node to variable nodes. Tanner graph shows a clear view of all the information
exchange links in a decoding process. Parity check matrix of a regular LDPC code with column weight $\omega_c = 3$ and row weight $\omega_r = 4$ along with its corresponding Tanner graph shown in figure 1. In this figure the corresponding edges of first column and first row in parity check matrix $H$ is shown by red and blue lines, respectively.

\[
H = \begin{bmatrix}
0 & 1 & 0 & 0 & 1 & 1 & 1 & 0 & 0 & 0 & 0 \\
1 & 1 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 1 & 0 & 0 & 0 & 1 & 1 & 1 & 0 & 0 \\
1 & 0 & 0 & 0 & 1 & 1 & 0 & 1 & 0 & 0 & 0 \\
1 & 0 & 1 & 0 & 0 & 0 & 1 & 0 & 0 & 1 & 0 \\
0 & 0 & 1 & 1 & 0 & 0 & 1 & 0 & 0 & 0 & 1 \\
1 & 0 & 0 & 1 & 1 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 & 1 & 1 & 1 \\
0 & 1 & 1 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 0
\end{bmatrix}
\]

**Figure 1. Example of a parity check matrix along with its corresponding Tanner graph**

There have been wide variety methods for decoding of LDPC codes, ranging from low to high complexity and from reasonably good to very good performance. These decoding methods may be classified into three categories: hard-decision, soft-decision and hybrid decoding schemes. These decoding algorithms include: One-Step Majority-Logic (OSMLG) decoding [6,7], Gallager’s bit flipping (BF) decoding [1], weighted MLG decoding (WMLG)[8], weighted BF decoding (WBF)[9], and other modified version of WBF algorithm like improved weighted bit flipping (IWBF)[10], Modified Weighted bit-flipping[11] and IVMWBF algorithm[25], A Posteriori Probability (APP) decoding[1], iterative decoding based on belief propagation (IDBP) (commonly known as sum-product algorithm (SPA))[12-15], and approximations of the IDBP like Min-Sum[16], Normalized / Offset-BP [17-19] algorithms. OSMLG and BF decoding belong to hard-decision decoding methods. APP, IDBP/SPA decoding and its approximations are soft-decision schemes. WBF, IWBF, Modified WBF and IVMWBF algorithms are hybrid decoding methods.

Each iterative decoding algorithm provides a distinct trade-off between complexity and performance. It goes without saying that the soft-decision algorithms in which message passing is used to carry out their decoding procedures can achieve better performance compared with those based on hard-decision. However, due to their higher complexity in terms of calculations and the hardware implementation of the relevant decoders, the use of these algorithms is unfeasible. The performance of hard-decision algorithms is approximately 3dB lower than that of soft-decision algorithms.

Hybrid decoding algorithms which are in fact based on both soft and hard decisions have been developed to bridge the performance gap between these two groups of algorithms. Results obtained from analytical simulations and studies indicate that there is still a wide performance gap between hybrid algorithms and those based on soft decision. The present work is an effort to propose a new high-performance low-complexity hybrid decoding algorithm. In order to achieve this, we shall first propose its original version of algorithm called the SBWMBF algorithm, which while having the capacity for flipping several bits per iteration. This algorithm offers a faster convergence rate and less hardware complexity compared to the modified WBF
algorithm and the other version of hybrid algorithms. Then, in order to simplicity and reduction in run time of original version, we will introduce a simplified version that is new and highly efficient. Also this algorithm has acceptable performance compared with the BP algorithm and less complexity and fewer iterations required. The remainder of the paper is organized as follows: Section 2 presents notations, definitions and the proposed algorithms. Section 3 provides some simulation results to illustrate the performance of the two proposed algorithms. We discuss about simulation results on section 4 and finally Section 5 concludes this paper.

2. Decoding Algorithms

2.1 Notation and Basic Definition

Suppose that a binary LDPC code (N,K) for error control is used over a channel with binary input and an additive white Gaussian noise (BI-AWGN) with a mean value of 0 and a power spectral density of \( N_0/2 \). In addition, the signaling used here is BPSK with unit energy. A code-word \( c = (c_1, c_2, ..., c_N) \in [GF(2)]^N \) is mapped before transmission into the \( x = (x_1, x_2, ..., x_N) \) bipolar sequence, where \( x_i = 2c_i - 1, 1 \leq i \leq N \).

Furthermore, \( y = (y_1, y_2, ..., y_N) \) is defined as the received sequence based on soft decision in the output of the receiver matched filter. For \( 1 \leq i \leq N \), \( y_i = x_i + n_i \), where \( n_i \) is a gaussian random variable with a mean value of 0 and a variance of \( N_0/2 \). An initial binary sequence based on the hard decision used for the received sequence \( z^{(0)} = (z_1^{(0)}, z_2^{(0)}, ..., z_N^{(0)}) \) is determined as follows:

\[
Z_i^{(0)} = \begin{cases} 1, & \text{if } y_i \geq 0 \\ 0, & \text{if } y_i < 0 \end{cases}
\]  

(1)

For each sequence based on the hard decision \( z \) built up at the end of each iteration, the syndrome vector can be calculated as follows:

\[
s = zH^T
\]  

(2)

For each channel output, the Log-Likelihood-Ratio (LLR) is defined using the following equation:

\[
L_i = \ln \frac{P(c_i = 1 | y_i)}{P(c_i = 0 | y_i)} = \frac{4y_i}{N_0}
\]  

(3)

The absolute value of \( L_i \), \( |L_i| \), is defined as the reliability of the initial decision \( z_i^{(0)} \).

Let’s define \( HW(v) \) as the hamming weight for each binary vector \( v = (v_1, v_2, ..., v_N) \). Consider \( u_i \) denote as the N-dimensional unit vector, i.e., a vector with “1” at the i-th position and “0” at other positions. We define \( u_{i_1,...,i_p} \) as sum of the p unit vector \( u_{i_1}, ..., u_{i_p} \). It is obvious that \( u_{i_1,...,i_p} \) is a vector with p “1” at \( i_1, ..., i_p \) positions and N-p “0” at the other locations.
2.2 Main Idea

Most existing algorithms for decoding LDPC codes are based on the assumption that the iterative algorithm can flip only one bit of the received sequence in each iteration. The Standard WBF decoding algorithm along its improved versions such as IWBF and Modified WBF algorithm are among these algorithms. Because of flipping only one single bit in each iteration, these algorithms have slow convergence rate, and require numerous iteration to reach an acceptable performance. Furthermore, there is still a significant difference between these algorithms and those based on soft decision in terms of performance.

In this paper, two new algorithms proposed for decoding of LDPC codes based on the idea of flipping several bits in each iteration. However, it should be born in mind that making mistakes in flipping even a single bit in each iteration extends the chain error to the whole algorithm, and ultimately leads to its divergence. Therefore, the need for using a high-precision mechanism for determining the number and position of the bits to be flipped in each iteration becomes obvious. The idea of flipping bits in parallel in each iteration has many advantages over flipping only one single bit in each iteration. These advantages include rapid increase of the convergence rate of the algorithm and a decrease in the number of iterations needed.

Algorithms in which bits are flipped in parallel, are capable of avoiding errors in iterative decoding prevalent in algorithms, particularly in lower SNRs. This is because limited number of iterations, although the frequency of such errors may be very low. For instance, consider the received sequence for decoding an LDPC code consists of 2000 bits, and the maximum number of iterations is 100. In this situation, iterative algorithm in which a single bit is flipped in each iteration will be capable of detecting and correcting 100 bits of errors from the received sequence in the best-case scenario. Therefore, the use of such algorithms for received sequences in which the number of errors is greater than the maximum number of iterations is practically unfeasible, because they cannot correct all the errors in such sequences. In the proposed SBWMBF algorithm, the following new equation is used to calculate the number of bits which need to be flipped in each iteration:

\[ u_{i_{1},...,i_{p}} = \sum_{k \in \{i_{1},...,i_{p}\}} u_{k} \]  

(4)

\[ P^{(k)} = \frac{HW(s^{(k)})}{\omega_{c}} \]  

(5)

Where \( \omega_{c} \) is the weight of each column in the parity check matrices. The use of this equation improves the decoding performance, while reducing its complexity in comparison to similar algorithms such as the parallel WBF algorithm [5]. This is because unlike the WBF algorithm, the use of this equation eliminates the need for simulation to determine which bits are to be flipped in each iteration. The idea behind this optimization is based on the observation that for the matrices associated with LDPC codes, the weight of the syndrome vector generally increases as does the number of errors. In other words, there is a strong correlation between the number of bits to be flipped and the hamming weight of the syndrome vector in each iteration. Since the aim of iterative decoding algorithm is to reach an all-zero syndrome vector, therefore the
hamming weight of the syndrome vector in each iteration gives a more or less accurate estimation of the number of bits to be flipped.

2.3 SBWMBF Algorithm

The Search-Based Weighted Multi-Bit Flipping (SBWMBF) algorithm is proposed based on the idea that in the case of LDPC matrices, generally the syndrome weight increases with the number of errors until error weights much larger than half the minimum distance [5, 20, 21]. This algorithm flips \( P^{(k)} \) bit(s) in \( k^{th} \) iteration. These bits are selected in such a way that reduces the weight of the syndrome vector. Obviously, the number of bits must be flipped in each iteration is different. Furthermore, their number in each iteration decrease compared with the previous iteration. The mechanism of this algorithm is that in each iteration first the number of bits that must be flipped is calculated using the hamming weight of the previous iteration syndrome vector with (5). In the next stage, the \( P^{(k)} \) bits that must be flipped have to located. For this purpose, among all possible permutations created by the flipping \( n_1, n_2, \ldots, n_{\mu(k)} \) bits, the algorithm chooses the best case. Best case is that leads to the syndrome vector with minimum weight and flips the bits are in these positions. The SBWMBF algorithm for calculating the hamming weight of the syndrome vector obtained by the flipping \( n_1, n_2, \ldots, n_{\mu(k)} \) bits in the received vector should utilizes the following equation:

\[
s^{(k)}_{n_1, n_2, \ldots, n_{\mu(k)}} = HW((z^{(k-1)} + u_{n_1, n_2, \ldots, n_{\mu(k)}) \cdot H^T})
\]  

(6)

For the AWGN channel, a simple reliability measure, \( |L_j| \), for a received symbol \( y_j \) is its magnitude, \( |y_j| \). The larger the magnitude \( |y_j| \) is equal to the greater reliability of the hard-decision digit \( z_j \). If the reliability of a received symbol \( y_i \) is high, our desired is the decoding algorithm prevent from flipping this symbol, because the probability of this symbol being correct is higher than it being wrong. Also algorithm can be achieved this by appropriately increasing the values \( s^{(k)}_{n_1, n_2, \ldots, n_{\mu(k)}} \) in the decoding procedure. Our proposed solution is to increase the values of \( s^{(k)}_{n_1, n_2, \ldots, n_{\mu(k)}} \) by the term

\[
\alpha \omega \left( |L_{n_1}| + \ldots + |L_{n_{\mu(k)}}| \right),
\]

where \( \alpha > 0 \) is a positive weighting factor needed to be determined before decoding. The optimal value of \( \alpha \) for a specific LDPC code can be determined through simulation. Therefore, to enhance the algorithm, the Hamming weight of the syndrome vector obtained from flipping bits \( n_1, n_2, \ldots, n_{\mu(k)} \) in the received vector calculate using the following equation:

\[
s^{(k)}_{n_1, n_2, \ldots, n_{\mu(k)}} = HW((z^{(k-1)} + u_{n_1, n_2, \ldots, n_{\mu(k)}) \cdot H^T}) + \alpha \omega \left( |L_{n_1}| + \ldots + |L_{n_{\mu(k)}}| \right)
\]

(7)

Another key point to reduce the run time of this algorithm is to avoid considering all possible combinations of bit positions (locations). Our proposed suggestion is to put two conditions to determine the \( n_1, n_2, \ldots, n_{\mu(k)} \) positions. Furthermore, it is not necessary to
consider all possible positions, but just to inspect those bit combinations satisfying the following two conditions. For each $n_1, n_2, \ldots, n_{p(k)}$:

1. $n_1 \neq n_2 \neq \ldots \neq n_{p(k)}$
2. $1 \leq n_1 < n_2 < \ldots < n_{p(k)} \leq N$

The necessity of applying these conditions in SBWMBF algorithm to check the unique combination of $n_1, n_2, \ldots, n_{p(k)}$ bits is avoiding the repetitive combinations. For example, suppose that $P(k) = 3$ and $N = 6$. Therefore, we need the algorithm determines $n_1, n_2, n_3 \in \{1, 2, \ldots, 6\}$. In the meantime, assuming $n_1, n_2, n_3$ have values 1, 2 and 3, all the following states have the same meaning:

\{(1, 2, 3), (1, 3, 2), (2, 1, 3), (2, 3, 1), (3, 1, 2), (3, 2, 1)\}

Because all these cases dictate that the first, second and third bits of the received sequence must be flipped. Another major modification to improve the performance of the proposed algorithm concerns the use of a new loop-detection mechanism. The loop-detection mechanism was first developed in [7] for algorithms in which only a single bit is flipped in each iteration. But the loop-detection we have used here is completely different from that, and is especially designed for algorithms in which several bits are flipped in each iteration. The steps of this algorithm are fully presented below.

**Search-Based Weighted Multi-Bit Flipping Algorithm (SBWMBF):**

- **Initialization:** Set iteration counter $k = 0$ and $k_{max}$ as the user defined maximum number of iterations and also set the Loop-Exclusion list containing bit positions that cause loop $LE = \emptyset$. calculate $z^{(0)} = sgn(y)$ and $s^{(0)} = HW(z^{(0)}.H^T)$.

- **Step 1)** If $s^{(k)} = 0$, stop the decoding and return $z^{(k)}$; otherwise calculate $P^{(k)} = \left[ \frac{HW(s^{(k)})}{\omega_z} \right]$.

- **Step 2)** $k \leftarrow k + 1$. If $k > k_{max}$, declare a decoding failure and return $z^{(k-1)}$; otherwise go to step 3.

- **Step 3)** For each $n_1, n_2, \ldots, n_{p(k)} \in \{1, 2, \ldots, N\}$ which satisfies two following conditions:
  1. $n_1 \neq n_2 \neq \ldots \neq n_{p(k)}$
  2. $1 \leq n_1 < n_2 < \ldots < n_{p(k)} \leq N$

calculate:

$$s^{(k)}_{n_1, n_2, \ldots, n_{p(k)}} = HW((z^{(k-1)} + u_{n_1, n_2, \ldots, n_{p(k)}}).H^T) + \alpha \omega_z \left\{ L_{n_1} + \ldots + L_{n_{p(k)}} \right\}$$
Step 4) Identify the set of bit position(s) to be flipped $j^{(k)}$ with:

$$j^{(k)} = \arg \min_{s_{n_1,n_2,...,n_{p(k)}}} s_{n_1,n_2,...,n_{p(k)}} \cdot ((n_1,n_2,...,n_{p(k)}) \in [1,N] \setminus LE_k$$

Step 5) For each $1 \leq k' \leq k-1$, if $j^{(k)} = j^{(k-k')}$, set $LE_k = LE_k \cup \{j^{(k)}\}$ and go back to step 4; otherwise go to step 6.

Step 6) Compute $z^{(k)} = z^{(k-1)} + u_{j^{(k)}}$ and $s^{(k)} = HW(z^{(k)} \cdot H^T)$. Then go back to step 1.

2.4 Simplified SBWMBF Algorithm

The proposed SBWMBF algorithm has an excellent performance very close to soft decision algorithms like BP just with little performance penalty. The only weakness of this method is a long time required to run it. Studies on the simulation results show that, this long time required for process decoding operations is related to the third step of the algorithm. In similar algorithms such as the Standard WBF and the other improved versions, the algorithm calculates only $N$ reliability measure in each iteration. But in the SBWMBF algorithm, the number of permutations that $s_{n_1,n_2,...,n_{p(k)}}$ have to be determined for them is $\binom{N}{p(k)}$. Obviously always $\binom{N}{p(k)} \gg N$ and this amount increases exponentially by increasing the code length.

In order to accelerate the run time of the SBWMBF algorithm, we have proposed an innovative idea. This idea concerns with the using a new mechanism to reduce the number of cases to be investigated in the third step. The resulting algorithm is named the SSBWMBF decoding Algorithm. The SBWMBF algorithm investigates all possible permutations for determining $P^{(k)}$ bits that must be flipped in $k^{th}$ iteration. Actually the algorithm searches among $N$ location of code length in order to find the case leading to the syndrome vector with minimum hamming weight. The total number of these cases is equal to $\binom{N}{p(k)}$. However, not all these permutations are considered in the simplified version of the algorithm. In fact, by choosing arbitrary number $1 \leq \beta \leq P^{(k)}$ and determining the $P^{(k)} + \beta$ bit from minimum values of $s^{(k)}$ and storing them in a set $CF^{(k)}$, we investigate the total permutations of $P^{(k)}$ bits that must be flipped in $k^{th}$ iteration among the $P^{(k)} + \beta$ locations of $CF^{(k)}$ set. The total number of these cases is equal to $\binom{P^{(k)} + \beta}{P^{(k)}}$. Obviously, given that in the case of LDPC codes $P^{(k)} + \beta \ll N$, and as for choose of any value for $\beta$ can be concluded that always $\binom{P^{(k)} + \beta}{P^{(k)}} \ll \binom{N}{p(k)}$. Also in the simplified version of algorithm in order to improve the error performance a new loop detection mechanism is utilized.
Simplified Search-Based Weighted Multi-Bit Flipping Algorithm (SSBWMBF):

- **Initialization:** Set iteration counter \( k = 0 \) and \( k_{\text{max}} \) as the user defined maximum number of iterations and also set the Loop-Exclusion list containing bit positions that cause loop \( LE_0 = \emptyset \). Calculate \( z^{(0)} = \text{sgn}(y) \) and \( s^{(0)} = HW(z^{(0)} \cdot H^T) \).

- **Step 1** If \( s^{(k)} = 0 \), stop the decoding and return \( z^{(k)} \); otherwise calculate \( p^{(k)} = \left\lfloor \frac{HW(s^{(k)})}{\omega_c} \right\rfloor \).

- **Step 2** \( k \leftarrow k + 1 \). If \( k > k_{\text{max}} \), Declare a decoding failure and return \( z^{(k-1)} \); otherwise go to step 3.

- **Step 3** For each \( i = 1, 2, \ldots, N \) compute:
  \[
  s_i^{(k)} = HW((z^{(k-1)} + u_i) \cdot H^T) + \alpha \omega_c \left| L_i \right|
  \]

- **Step 4** For each arbitrary \( 1 \leq \beta \leq P^{(k)} \), determine the \( P^{(k)} + \beta \) bits from minimum values of \( s_i^{(k)} \) and stored them in a set \( CF^{(k)} \).

- **Step 5** For each \( n_1, n_2, \ldots, n_{P^{(k)}} \in CF^{(k)} \) which satisfy the following two conditions:
  \[
  n_1 \neq n_2 \neq \ldots \neq n_P
  \]
  \[
  1 \leq n_1 < n_2 < \ldots < n_P \leq N
  \]
  calculate:
  \[
  s^{(k)}_{n_1, n_2, \ldots, n_P} = HW((z^{(k-1)} + u_{n_1, n_2, \ldots, n_P}) \cdot H^T) + \alpha \omega_c \left| L_{n_1} \right| + \ldots + \left| L_{n_P} \right|
  \]

- **Step 6** Identify the set of bit position(s) to be flipped with
  \[
  j^{(k)} = \arg \min_{(n_1, n_2, \ldots, n_P) \in [1, N] \times LE_k} s^{(k)}_{n_1, n_2, \ldots, n_P}
  \]

- **Step 7** For each \( 1 \leq k' \leq k - 1 \), if \( j^{(k)} = j^{(k-k')} \), set \( LE_k = LE_k \cup \{j^{(k)}\} \) and go back to step 6; otherwise go to step 8.

- **Step 8** Compute \( z^{(k)} = z^{(k-1)} + u_{j^{(k)}} \) and \( s^{(k)} = HW(z^{(k)} \cdot H^T) \). Then go back to step 1.
3. Simulation Results

In this section, the error performance as a function of the signal-to-noise ratio (SNR) for the two proposed algorithms is compared with Modified WBF and BP algorithms. The maximum number of iterations have been set at 100, 50, 10, 10 for BP, Modified WBF, SBWMBF and SSBWMBF algorithms, respectively. Also the parameter $\beta$ is fixed $\beta = P^{(k)}$. For the purposes of simulation, large different types of LDPC codes have been used, but for the sake of brevity, only the results of the simulation a (2048, 1664) PEG-LDPC code with column weight 6 is presented.

3.1 BER performance of the proposed algorithms

Fig. 2 compares the performance of the two proposed algorithms with Modified WBF and BP decoding algorithms. The optimum value of weighting factor has been set $\alpha = 1.5$ for both SBWMBF and SSBWMBF algorithms. This value chosen as the optimal $\alpha$ at $BER = 10^{-5}$. It was observed through simulations of various LDPC codes that the two proposed algorithms always outperform the Modified WBF algorithm. For example in figure 2, it can be observed that, at the BER of $10^{-6}$, the SBWMBF and SSBWMBF algorithms outperform the Modified WBF algorithm by about 0.7 and 0.5 dB respectively. Note that the SBWMBF algorithm is slightly more complex than the Modified WBF decoding. Running the SBWMBF algorithm take a long time especially for lengthy LDPC codes. This is because of the large number of choices for flipping their bit positions. Fortunately the BER performance of the SBWMBF algorithm shows a performance gap of 0.2 dB with its simplified version. Since run time of the algorithm and the number of cases to be considered significantly reduced, this performance gap is completely acceptable. Furthermore, it can be observed that, performance of the SBWMBF Algorithm is 0.2 dB worse than the BP algorithm. However the number of required iterations and it's complexity is less than BP. As mentioned earlier, the required run time for SBWMBF is slightly more than BP decoding. In order to eliminate this weakness we offer a simplified version with about 0.4 dB worse performance than the BP algorithm. The SSBWMBF algorithm requires very fewer iterations and has less complexity and run-time BP decoding algorithm. Thus the SSBWMBF algorithm is a good option for decoding LDPC codes.
Figure 2. The BER performance of the (2048,1664) PEG-LDPC code with column weight 6 based on Modified WBF, BP and the proposed algorithms.

3.2 Impact of SNR on the optimal value of $\alpha$ in proposed algorithms

For LDPC code with given column weight, at a given SNR, the performances of two proposed Algorithms vary with the value of the weighting factor $\alpha$. The effect of $\alpha$ on the BER of the (2048, 1664) PEG-LDPC code with column weight 6 is shown in figure 3.
It can be seen that:
1- The optimal value of \( a \) decreases slowly as the SNR increases.
2- In low SNRs, the performance is not very sensitive to the value of \( a \).

The same observations were made for the different LDPC codes studied. Accurate studies on simulation results for different LDPC codes have shown that the optimal weighting factor of \( a \) depends on the SNR and the code structure. However, choosing the \( a \) at \( BER = 10^{-5} \) and keeping constant it as optimal value of \( a \) for all values of SNRs does not cause significant degradation in performance. Therefore, the optimal weighting factor \( a \) can be considered to be only code-dependent.

3.3 Impact of the number of iterations on the proposed algorithm’s performance

Another prominent feature of the two proposed algorithms is that they require much fewer iterations compared to the BP algorithm in regions of both high and low SNRs. Therefore, their convergence rates are much faster than that of the BP algorithm. This is because in these algorithms a large portion of the operations are carried out during the initial iterations, particularly the first one. This is caused by the use of the equation (5) to calculate the number of bits to be flipped in each iteration. In figure 4, SSBWMBF with different iteration numbers is shown. As illustrated in figure 4, the performance of the SSBWMBF is only about 0.2 dB weaker than its original version. Also the performance difference between SSBWMBF with 10 and 20 iterations is very
negligible. Therefore, the number of required iterations and parameter $\beta$ for running the SSBWMBF in order to reach the optimal performance are 10 and $\beta = P^{(k)}$ respectively.

![Figure 4. The impact of the number of iterations on the performance of SSBWMBF algorithm with column weight 6 and optimal $\alpha$ and $\beta = P^{(k)}$.](image)

4. Discussion

In this section, we discuss about the results. Important parameters in evaluating a decoding algorithm include error performance, the complexity and the number of required iterations. In the previous section, we have evaluated these parameters for the proposed algorithms, comparing them with the other algorithms. It is necessary to mention that the soft decision algorithms like BP have the best performance. However, numerous computations make the decoding process complicated and the memory in the decoder required may be prohibitive in practical application. We have compared the performance of the two proposed algorithms with BP and Modified WBF algorithms in figure 2. Looking at this figure, it can be seen that the performance of the proposed algorithms is very close to BP. Also both of the proposed algorithms outperform Modified WBF. This is due to the fact that reliability of received symbol in our proposed methods is higher than the other hybrid decoding like Modified WBF. The solution we proposed is to increase the values of $s_{n_1, n_2, \ldots, n_{(k)}}^{(k)}$ by the term $\alpha \omega \left( L_{n_1} + \cdots + L_{n_{(k)}} \right)$. This solution, which is very simple, happens to be very efficient...
as we have shown by the simulation results. Our intuitive approach is justified by the following facts:

- Generally larger $|L_i|$ implies that the hard decision $z_i$ is more reliable.
- If there is no overlap between the “non zero” elements of the different columns of $H$, the contribution of each column to the syndrome weight is $w$. 
- For different values of the signal-to-noise ratio (SNR), the values of $|L_i|$ are not the same. The presence of the weighting factor is due to this fact.

According to figure 3, optimal weighting factor of $\alpha$ depends on the SNR and the code structure. Actually, there is strong correlation between optimal weighting factor and code type, length of the code, column weight, BER and SNR. For the sake of clarity, in table 1 we illustrate the impact of these parameters on $\alpha_{opt}$.

<table>
<thead>
<tr>
<th>Code Type</th>
<th>(N,K)</th>
<th>SNR (dB)</th>
<th>BER</th>
</tr>
</thead>
<tbody>
<tr>
<td>PEG LDPC</td>
<td>(2048,1664)</td>
<td>4.0</td>
<td>1.4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4.5</td>
<td>1.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5.0</td>
<td>1.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5.25</td>
<td>1.1</td>
</tr>
<tr>
<td></td>
<td>(2048,1664)</td>
<td>4.0</td>
<td>1.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4.25</td>
<td>1.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4.5</td>
<td>1.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4.75</td>
<td>1.2</td>
</tr>
</tbody>
</table>

It was observed in figure 2 that the two proposed algorithms always outperform the Modified WBF algorithm. SSWMBF algorithm with loop detection offers a gain of about 0.5 dB over the Modified WBF, and is less than 0.4 dB worse than the BP algorithm. Performance of SMWMBF and SSBWMBF algorithms with different iterations compared in figure 4. It can be observed that, SSBWMBF has weaker performance about 0.2 dB in comparison with SBWMBF. In return, SSBWMF has faster convergence rate and require less run time for decoding. The number of required iterations for two proposed algorithms in comparison with the other methods is much fewer. To clarify this, the average number of iterations in terms of $E_b/N_0$ for these algorithms is compared in figure 5.
According to this figure, the SBWMBF algorithm needs approximately one iteration at $E_b/N_0 = 4.5\, dB$, while the BP and modified WBF algorithm require less and more than 20 iterations. The SSBWMBF algorithm has a fewer complexity than BP in each iteration. Also as illustrated in figure 5, this algorithm requires much fewer iterations compared to other algorithms in regions of both high and low SNRs. Therefore, its convergence rate is much faster than the other two algorithms. This is obviously because in proposed algorithms a large portion of the operations do during the initial iterations, particularly the first one. This is caused by the use of the equation (5) to calculate the number of bits to be flipped in each iteration.

5. Conclusion

In this paper, we propose two search based hybrid decoding algorithms for regular LDPC codes. Our simulation results indicate that compared to the Modified WBF decoding, the two proposed algorithms converge very much faster and outperform it. Furthermore, for different types of LDPC codes it was shown that these proposed algorithms perform very close to standard BP decoding, but with faster convergence rates. In order to reduce the cases to be considered, we have offered a simplified version of the algorithm which is very simple and competitive for designing high-performance decoders.
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