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Abstract

Automatic lip-reading plays an important role in human computer interaction in noisy environments where audio speech recognition may be difficult. However, similar to speech recognition, lip-reading systems also face several challenges due to variances in the inputs, such as with facial features, skin colors, speaking speeds, and intensities. In this study a new method has been proposed for extracting features from a video containing a certain Persian words without any audio signal. The method is based on the fast furrier transform combined with the color specification of the frames in the recorded video of the spoken word. To improve the system performance visual word has been used as the shortest element of visual speech. Five speaker, three men and two women, have participated for capturing the videos of the spoken words. After obtaining features from the videos an artificial neural network has been employed as classifier. The experimental results show the average accuracy about 86.8% in recognition 31 Persian words.
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1. Introduction

Automatic lip reading, also referred to as visual speech recognition (VSR) or sometimes speech reading, has received a great deal of attention in the last decade for its potential use in applications such as HCI, audio-visual automatic speech recognition (AV-ASR), speaker recognition, talking heads, sign language recognition and video surveillance [1]. A typical VSR system includes image acquisition, lip localization, feature extraction and recognition. The lips and the mouth region of a face reveal most of the relevant visual speech information for a VSR system. Therefore, it is important for any VSR system to focus on the lips area. While some approaches aim to directly locate the lips of the subject in question [2], others focus on the relatively easier task of locating the face and then locating the lips based on prior knowledge, e.g. the work of Zhang et al [3]. The most successful approaches to automatic lip reading depend mainly on recognizing a visual speech unit called a “viseme” (the visual part of a phoneme) [4–6]. A viseme is the shortest visually recognizable part of speech [1].

A general framework for AV-ASR has been developed during the last years [7,8], but for a practical deployment the systems still lack robustness against non-ideal working conditions. The first studies on AV-ASR with realistic conditions applied directly the systems developed for ideal visual conditions [9,10], obtaining poor lip-reading
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performance and failing to exploit the visual modality in the multi-modal systems. Recently a study on audio-visual speech recognition has considered the multi-pose lip-reading [11]. The method is inspired by pose-invariant face recognition and relies on linear regression to find an approximate mapping between images from different poses. Although many of studies have used the visual features of lips and mouth to enhance the performance of the speech recognition [4,7–10,12], the others have consider the purely visual speech recognition [13–20]. The latter gives rise to a Silent Speech interface, which is defined as a system “enabling speech communication to take place when an audible acoustic signal is unavailable” [21]. Silent Speech technology has a large number of applications: It allows persons with certain speech impairments to communicate, as well as enabling confidential and un-disturbing communication in public places [21]. Further uses of lip-reading have been proposed, e.g. automatic speech extraction from surveillance videos and its interpretation for forensic purposes [22]. Lip-reading has been augmented with ultrasound images of the tongue and vocal tract [23,24]. Furthermore, there are Silent Speech interfaces based on very different principles, like speech recognition from electromyography [25–28] or (electro-) magnetic articulography [29].

There are two scenarios in the studies on VSR systems. Some studies consider the viseme as the shortest element of the visual speech [4,5,16], while a few others have focused on whole word in the speech recognition [1]. In 2009 A. B. Hassanat in his PhD thesis has shown that: detecting whole word instead of “viseme” as the smallest element of the speech can enhance the VSR systems [1]. He called this element the visual word. There are several studies on the Persian VSR systems that are based on the “viseme” [5,13,30–32], but, there is no study on the Persian VSR - that consider the whole word as the shortest recognizable element.

In this study a new approach has been developed for visual speech in Persian language based on the visual word. The study is conducted in four steps including: enhancing the feature extraction with trying the numerous relations between the levels of the colors in image to find the best formula for localization the lips on the image. Treating the values of each feature in the frames of video as a time domain function. Reducing the amount of data and neglecting the speed of speech by transforming the function to the phase frequency domain with fast furrier transform. Finally, training the artificial neural network with the dataset and testing the performance.

This paper is organized as follows: section 2 gives an overview of a typical VSR system. The proposed method is represented in section 3. Simulation of the proposed method is explained in section 4. The obtained results and comparison with the other methods are drawn in section 5, and finally, section 6 concludes the study.

2. Architecture of a VSR

A typical VSR system that uses visemes, as shown in Figure 1, includes image/video acquisition, lip detection, feature extraction, visemes recognition followed by word recognition based on their visemes [1].
During advances in VSR systems various algorithms have been used by researchers such as: Hidden Markov Model (HMM) [13,17], pattern matching [14], statistical [12], convolutional neural network (CNN) [33], unsupervised random forest [34], dynamic programming [35], support vector machine (SVM) [36], long short-term memory (LSTM) [22], local spatiotemporal descriptors [37], artificial neural network (ANN) [22], and clustering technics [5].

It is clear that for accurate lip-reading the extraction of features must be performed as well as possible. One of the most commonly used method that is used for extracting features of lips is called snake method [14]. In this method, as shown in figure 2-a, the distances of some points on the margins of the lips from center of the lips in the sequence of frames, make an snake like curve as shown in figure 2-b.
The lip-reading can be treated as a pattern recognition problem. Although, artificial neural networks (ANNs) have great potential in pattern recognition, there is a few works in the lip-reading that use ANN as the classifier. Suppose that, there are eight curves, each for one point of the lips margins, such as the curve shown in fig2-b. Hence, we have a large number of data that are treated as the input vector that must be trained with the classifier. Therefore, the amounts of data elements lead to the more complex ANN that many of researchers prefer to use the other classifiers as explained in the previous paragraphs.

3. Proposed Method

As previous discussed, using ANN as a classifier in lip-reading is depended on the number of elements of the input vector. Therefore, we use the fast furrier transform (FFT) of the curves for reducing the amounts of information contained in the curves without losing the main concepts of the curves. Furthermore, the use of FFT automatically neglects the speed of the spoken word, as will be explained in the next sections. In this section we explain the main contributions of the proposed method.

3.1 Using Visual Word Instead of Viseme

As previous discussed, the most studies in the lip-reading are based on recognize visemes as the shortest elements of the spoken word, and then with respect to the
recognized visemes another classifier must be used for recognize the spoken world by using the language model and the sequence of recognized visemes. In fact, viseme in the lip-reading is same as phoneme in the speech processing. Hence, a viseme is the shortest visually recognizable part of speech, and a phoneme is the smallest (shortest) audible component of speech. Typically, a phoneme is associated with a unique viseme or a sequence of visemes, but this is not true for all phonemes [38]. Hence, an automated VSR system that relies on visemes is faced with the difficult scenario of having to recognize words, which have some phonemes that share the same viseme(s) or phonemes that have no associated viseme.

Ahmad B. Hassanat in his PhD thesis in 2009 [1] showed that several problems arise while using visemes in visual speech recognition systems [1]. For example: some phonemes have different visual effects (visemes) in the various situations, such as ‘n’ in the words “banana” and Nottingham”. Furthermore, certain phonemes have week visual effects, because they articulated from inside of the mouth [1]. According the above issues we decided to use visual word instead of viseme in the proposed VSR system.

3.2 Lip Localization

It is clear that for finding an object in the image it must has a differentiable property. The most common methods in the VSR systems have used the colors of images for lip localization. As we know, a colored image has three levels of colors: red, green, and blue. Several studies have used the proportions between red and the others to find the region of lips. For a clear see on the relation between colors, figures 3b-d show the several relations between the levels of colors for the pixels that are located on the column 160 of the example image that is stated with the blue line in figure 3-a.
In figure 3-b, we can see the pure levels of colors for the pixels that are located on the stated column. As we can see, there is no distinguishable appearance between colors in figure 3-b. In figure 3-c, the lips area is more tractable, but, it is not clear enough. Finally, the best distinguishable formula is shown in figure 3-d, which is obtained by Eq. 1 as follows:

$$f = \frac{|red - blue| + |red - green|}{1 + |blue - green| \times (red + green + blue)}$$

(1)

After localization lips the remaining of image is eliminated and a rectangle with the minimum size that contains the entire lips would be consider in the rest of algorithm. The major steps for localization lips are shown in figure 4.
Figure 4. The major steps for localization lips.

a) Original image.  b) The pixels that obtained from Eq. 1.  c) The pixels of the lips after removing the noise pixels.  d) The lips are located by the green rectangle on the face.

### 3.3 Feature Extraction

By trying many different features, finally, four features, which are shown in figure 5, have been used as follows: 1) Height-to-width ratio that represents the amount of opening the lips. 2) The Area of the lips that shows the thickness of lips. 3) The Area of teeth that represents depth of the lips. 4) The Area of the tongue that shows the role of tongue on the spoken word.
To calculate the features of each frame, after obtaining the minimum rectangle that contains the entire lips (figure 6-a), an algorithm that is shown in Table 1, makes a mask that could be used to remove all of the pixels that are outside of the lips.

**Table 1. The algorithm for making a mask for removing the pixels out of the lips.**

<table>
<thead>
<tr>
<th>Inputs: The minimum sized rectangle 'A' as a 3D matrix (h×w×3) that contains the lips (figure 6-a); Output: a Boolean matrix 'M' in size (h×w) that is the mask for lips (1 for pixels inside lips &amp; 0 for others);</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>All elements of $M_{h\times w}$ := 1;</td>
</tr>
<tr>
<td>2</td>
<td>FOR $i := 1$ TO $w$ DO</td>
</tr>
<tr>
<td>3</td>
<td>FOR $j := 1$ TO $h$ DO</td>
</tr>
<tr>
<td>4</td>
<td>Pixel := $A(i, j, 1-3)$;</td>
</tr>
<tr>
<td>5</td>
<td>IF Pixel has not the conditions of the lips' pixels THEN</td>
</tr>
<tr>
<td>6</td>
<td>$M(i, j) := 0$;</td>
</tr>
<tr>
<td>7</td>
<td>ELSE</td>
</tr>
<tr>
<td>8</td>
<td>BREAK;</td>
</tr>
<tr>
<td>9</td>
<td>END IF</td>
</tr>
<tr>
<td>10</td>
<td>END j</td>
</tr>
<tr>
<td>11</td>
<td>END i</td>
</tr>
<tr>
<td>12</td>
<td>FOR $i := 1$ TO $w$ DO</td>
</tr>
<tr>
<td>13</td>
<td>FOR $j := h$ DOWNTO 1 DO</td>
</tr>
<tr>
<td>14</td>
<td>Pixel := $A(i, j, 1-3)$;</td>
</tr>
<tr>
<td>15</td>
<td>IF Pixel has not the conditions of the lips' pixels THEN</td>
</tr>
<tr>
<td>16</td>
<td>$M(i, j) := 0$;</td>
</tr>
<tr>
<td>17</td>
<td>ELSE</td>
</tr>
<tr>
<td>18</td>
<td>BREAK;</td>
</tr>
<tr>
<td>19</td>
<td>END IF</td>
</tr>
<tr>
<td>20</td>
<td>END j</td>
</tr>
<tr>
<td>21</td>
<td>END i</td>
</tr>
</tbody>
</table>

$h$: the height of the rectangle that is equal to the height of lips;  
$w$: the width of rectangle that is equal to the width of lips;
An example of the mask generated by the algorithm of Table 1 is shown in figure 6. In the figure 6, an area of interest, which contains the entire lips, could be seen in figure 6-a. this area obtains from a frame of a spoken word. The outcome of the algorithm is shown in figure 6-b.

![Figure 6. An example of masking the lips.](image)

(a) Original region of lips located by proposed algorithm.  
(b) The mask of the lips generated from (a) by the algorithm of Table 1.  
(c) Applying the mask (b) on the lips image (a)

It is clear that after filtering the frame of the spoken word to the masked lips as shown in figure 6-c, detection the other areas such as teeth, tongue, and lips becomes more simple than the initial frame. Therefore, another algorithm simply separates these areas (Table 2). The algorithm gets the mask (figure 6-b) and the image of the lips (figure 6-a) as the input and generates a matrix same size as the lips’ image region (figure 6-a). The matrix contains integer numbers that each element delegates the pixel of the lips image in its corresponding location. The matrix divides the image pixels into four layers including: lips, teeth, tongue, and inside. Indeed, the number of elements in each layer delegates the amount of area in that layer in the lips’ image.

Table 2. The algorithm for separating the layers of the lips’ image.

| Inputs: The lips’ image 'A' as a 3D matrix (h×w×3) & the mask of the lips 'M' (h×w) generated from Table 1. |
| Output: Matrix 'L' (h×w) of type integer that states the layers of the pixels in the lips’ image. |

```
1 FOR i := 1 TO w DO
2     FOR j := 1 TO h DO
3        IF M(i, j) = 0 THEN
4            L(i, j) := 0;
5        ELSE
6            Pixel := A(i, j, 1-3);
7            IF Pixel has the conditions of the teeth’s pixels THEN
8                M(i, j) :=1 ;
9            ELSE IF Pixel has the conditions of the lips’ pixels THEN
10                M(i, j) :=2 ;
11            ELSE IF Pixel has the conditions of the cavity’s pixels THEN
12                M(i, j) :=3 ;
13            ELSE
14                M(i, j) :=4 ;
15            END IF
16        END IF
17     END j
18 END i
```

1 h: the height of the lips’ image; 2 w: the width of the lips’ image; 3 the integer number that is contained with matrix L, shows the layer of corresponding pixel of lips’ image as follows: 0 → outside of lips , 1 → teeth, 2 → lips, 3 → cavity of mouth, 4 → tongue;
The algorithm seen in Table 2 was designed such a way that the layers recognized from simple to difficult. It is clear that by removing the simpler layer, because of reduction the area, pixels, and complexity, the next layer becomes more recognizable. Figure 7 shows the steps of the algorithm.

Currently, for each frame of the spoken word, we can measure the area of each layer by counting the number of pixels in each layer. In the next section we show the processing of the obtained values of the layers.

3.4 Signal Processing

As previous discussed, one of the most popular methods for processing the obtained signals in the lip-reading is called: snake. In this study a similar method has been used for signal processing. There are four features extracted from each frame of the spoken word. These features that were explained in the previous section, for a sample spoken Persian word ‘salaam’ (means hello) has been shown in figure 8. The frames were obtained from a MPEG4 video with the frame rate about 30 frames per second. The video duration was about two second that contains approximate 60 frames. Figure 8 shows the layers and features for 10 frames of the video with the equal interval (interval= 6 frames).
3.5 Removing the Frames Before and After the Spoken Word

As can be observed in figure 8, even in a short interval of time (for example two seconds in figure 8) there are many frames that have not significant information to be used in speech recognition. Hence, these redundant frames must be removed from dataset. With a clear see on the figure 8, we can simply find that the frames (1-13 & 37-60) are approximately same. Because, the lips in these frames are closed and this situation is not depended on the spoken word. In the other word, these frames are related to the situations that the spoken word has not been started, or has just been finished.

Currently, we must design an algorithm for detection the frames confined to the spoken word. Notice to the figure 8: total area of the lips including tongue, teeth, and cavity can be used in the algorithm. This value can be simply obtained from the mask of the frame, which is obtained by the algorithm in Table 1. The outcome of the algorithm that is shown in figure 6-b specifies the area mentioned above. It is clear that, if the change on the area is less than a threshold for a specific time, it means that the frames are out of the spoken word’s confine. We use Eq. 2 to calculate the criterion for detection the frames related to the spoken word.

\[
\begin{align*}
\gamma(t) &= \beta(t) \times |f'(t)| \\
\beta(t) &= \frac{f(t) - \min(f(t))}{\max(f(t)) - \min(f(t))}
\end{align*}
\]

Where \( t \) denotes the frame number or time, and \( f(t) \) represents the lips’ area for the frame that is specified by \( t \) and \( f'(t) \) is derivation of \( f(t) \). To explain the above Equation, notice the derivation of a function shows the rate of changes on the values of function. In the other hand, when the lips’ area is in its minimum value it means that the lips are closed. Therefore, we used the multiply of the normalized form of the lips’ area (denoted by \( \beta(t) \) in Eq. (2)) and its derivation to detect the spoken word’s confines. Additionally, because, the sign of change’s rate is not important in this manner, we used
the absolute values of $f'(t)$ in the product. An example is shown in figure 9 that the values of the lips’ area ($f(t)$), its derivation ($f'(t)$), absolute of derivation ($|f'(t)|$), and the final product ($y(t)$) for a Persian spoken word ‘khubam’ (means I’m fine) is observable.

![Graphs](image)

Figure 9. Removing the frames out of the spoken word’s confines.

a) The signal of the lips’ area for the Persian word ‘khubam’. b) Derivation of the (a). c) The absolute values of (b). d) Multiply for normalized (a), (b), and (c).

As seen in figure 9, the confine of the sample spoken word is throughout frames (15-45). Notice the figures 9a-d, the best figure that can separate the spoken word’s frames with the others, is figure 9-d, which is obtained from Eq. 2. The obtained values for the function of figure 9-d, in the frame numbers < 15, or > 45 are approximately equal to zero. In this study, we choose 0.005 as a threshold for detection redundant frames. The value for threshold has been obtained by trial and error.

### 3.6 Applying Fast Fourier Transform on the Signals

The final step of the proposed VSR system employs artificial neural network (ANN) as the classifier of the collected signals. As previous discussed, there are four signals extracted from the video of the spoken word. The signals are obtained from the features of the video of the spoken word including: lips’ area, teeth area, tongue area, and the proportion of lips’ height to the lips’ weight. For the sake of reduction the number of
inputs in the proposed neural network, we used the furrier coefficients of the signals as the ANN’s input. As we know the furrier series could be shown by Eq. 3 as follows:

\[ f(t) = \frac{a_0}{2} + \sum_{n=1}^{\infty} [a_n \cos(\omega_n t) + b_n \sin(\omega_n t)] \]  

(3)

Where \(a_n\) and \(b_n\) are the furrier coefficients. To calculate the furrier coefficients of a vector, we can use Eqs. (4-6), which is called fast furrier transform (FFT). The FFT, also referred to Discrete Furrier Transform (DFT), converts a signal from its original domain (often time or space) to frequency domain.

\[ a_0 = \frac{1}{2\pi} \sum_{i=1}^{n} f(i) \]  

(4)

\[ a_n = \frac{1}{\pi} \sum_{i=1}^{n} f(i) \cos(nx) , \quad x = 2\pi \left( \frac{i}{n} \right) - \pi \]  

(5)

\[ b_n = \frac{1}{\pi} \sum_{i=1}^{n} f(i) \sin(nx) , \quad x = 2\pi \left( \frac{i}{n} \right) - \pi \]  

(6)

Although, there are extreme coefficients in the furrier equation (Eq. 3), practically, only a few coefficients are necessary to have a good approximation of the original function. Indeed, the coefficients with high index have not a significant effect on transformation. For example, in figure 10, a signal of the lips’ area of the Persian spoken word ‘khubam’ (figure 9-a) after removing redundant frames by the algorithm explained in 3.5, (figure 10-a) has been transformed by the FFT algorithm with different numbers of coefficients (figure 10b-i).

As can be observed in figure 10b-i, when the number of coefficients goes high, the function reconstructed from the furrier coefficients becomes more likely the original signal (figure 10a). By the way, when the number of coefficients is large enough, increasing the number of coefficients doesn’t have a significant change on the generated function (see figure 10-h and i).

In this study, we choose \((n=4)\) for transforming the signals of the features. As explained in previous sections there are four features that are represented as the signals in the time domain. Hence, with \((n=4)\) after transforming the signals, there must be 9 real numbers for each signal that are corresponding the coefficients \((a_0,\ldots,a_4)\) and \((b_1,\ldots,b_4)\). For above discussion, finally, there are 36 real numbers as a vector for the input pattern of the neural network that is designed for recognizing the spoken word.
3.7 Artificial Neural Network

As explained in previous section, there are 36 real numbers as the inputs of classifier. Lip-reading can be formulated as a pattern recognition problem. Artificial neural networks (AANs) have great potential in the pattern recognition [39–42]. The ANN that is chosen in this study in called Multi-Layer Perceptron (MLP) that consists of three types of layers of artificial neurons including: input layer, hidden layer(s), and output layer. The number of hidden layers is depended on the complexity of the problem. A popular method to determine the number of hidden layers is trial and error. In this study an MLP with two hidden layers has been employed for recognition certain Persian spoken words. The employed MLP is shown in figure 11. Typically, an artificial neuron can be determined by Eq. (7) in which an activation function converts the input to the desired output.

\[ a = f(N + b) \]  

(7)

Where \( a \) is the output and \( b \) is the bias of the neuron. \( N \) is weighted input that can be obtained from Eq. (8) as follows:

\[ N = \sum_{i=1}^{m} w_i p_i \]  

(8)
Where $m$ is the number of inputs, $p_i$ is $i$’th input, and $w_i$ is the weight of the $i$’th input of the neuron. The most common activation functions are: linear, sign, sigmoid, and hyperbolic tangent (signed sigmoid). In general, a layer of ANN is represented in the matrix form. Suppose that in a layer, there are $n$ neurons that each one has $m$ inputs. In this form the weights of neurons are treated as a matrix with $n$ rows and $m$ columns, and the input and bias of the neurons could be vectors with the size of $(m \times 1)$ and $(n \times 1)$, respectively. For this layer Eq. (9) shows the output of the layer, which is a $(n \times 1)$ vector. Indeed, a layer of neural network with $m$ neurons converts the input vector from $n$ dimensional space to the $m$ dimensional space.

$$
\begin{aligned}
\bar{a}_{n \times 1} &= f \left( \bar{N}_{n \times 1} + \bar{b}_{n \times 1} \right) \\
\bar{N}_{n \times 1} &= \bar{W}_{n \times m} \times \bar{p}_{m \times 1}
\end{aligned}
$$

(9)

Where $\bar{p}$, $\bar{W}$, $\bar{b}$, and $\bar{a}$ are the input vector, weights matrix, biases, and the output vector, respectively. The employed neural network for this study is shown in figure 11. As shown in figure 11, the neural network has two hidden layers. The number of neurons in the input layer, first and second hidden layers, and the output layer are 36, 16, 20, and 5, respectively. Hence, the final output of the ANN must be a five dimensional vector.

![Figure 11. The ANN that is used in this study.](image-url)
4. Simulation the Proposed Method

The explained neural network is simulated in MATLAB’s neural network toolbox. As discussed in previous section we have four series of features that extracted from a video containing a Persian spoken word. Each signal after furrier transform converts to nine real number that are the furrier coefficients for the signal. We have totally 36 furrier coefficients for the signals. Hence, the input pattern is a 36 dimensional vector that must be apply to the neural network. Figure 12 briefly shows the architecture of the proposed VSR system.

![Figure 12. Architecture of the proposed VSR.](image)

4.1 Dataset

In this study 31 commonly used Persian words have been consider for recognizing by the proposed VSR system. Additionally, several Persian words were added to the dataset for recognition unknown words as the neural network generates the output=“others”. In the other words, ANN generates the word’s Id =31 that means the word is not in the set of the known words. To achieve that, each word is spoken at least 10 times in different conditions of light and distance, by three men and two women. Hence, we have at least 1550 different videos of the known spoken words and 500 video of the unknown spoken words. However, we have totally 2050 videos of the known and unknown Persian words. The videos are in the JPEG4 format and the parameters of videos are 29.86 frames per second with the resolution 1920×1080 pixels that the colors standard is RGB24.

4.2 Training ANN

The employed ANN (figure 11) is a multi-layer perceptron (MLP) with four layers. The numbers of neurons in the Input, first and second hidden and output layers are 36, 16, 20, and 5, respectively. Activation functions for input and output layers are lineer and sigmoid, respectively, and for the hidden layers are hyperbolic tangent or signed sigmoid.

Implementing the ANN is performed in the MATLAB’s neural network toolbox. The training algorithm is Levenberg–Marquardt back propagation (TRAINLM). Back propagation is the most popular training algorithm that was introduced by Pol J. Werbos in his PhD thesis in 1974 [43]. Furthermore, the chosen learning function was gradient descent with momentum (LEARNNGDM) and the error function was sum square errors (SSE), which could be obtained by Eq. (10) as follows.
\[ SSE = \sum_{i=1}^{n} \sum_{j=1}^{m} (a^{(i)}_j - d^{(i)}_j)^2 \]  \hfill (10)

Where \( n \) and \( m \) are the numbers of training patterns and the network’s outputs, respectively. \( a^{(i)}_j \) denotes the \( j^{th} \) output of the network for \( i^{th} \) training pattern, and \( d^{(i)}_j \) represents its corresponding desired output.

5. Results and Comparisons

In this section, first the proposed method is evaluated and some discussion on the obtained results will be done. Then the results will be compared with the certain existing methods in literature.

5.1 Evaluation the Proposed VSR System

Although, Cross Validation is the most popular validation algorithm for evaluation models, we used Hold Out validation algorithm for testing the performance of the proposed method for the sake of the following reasons. Choosing the validation algorithm is depended on the certain aspects of problem and the amount of dataset. Cross Validation is the best choice when there are a few numbers of samples. For example, when collecting samples are so difficult or expensive. When the amount of samples is large enough, Hold Out gives the most reliable results in the simulation of the model.

As explained in previous section, there are at least 2050 samples of the 31 Persian spoken words and certain unknown Persian words. Therefore, we used Hold Out validation method, because the number of collected samples is large enough. To employ Hold out system, samples are divided into the training, and testing samples with 850 and 1200 samples respectively. Dividing samples is performed randomly with a condition that the training dataset must contains all of the 31 spoken words and the enough number of unknown words. These words are shown in Table 3.

<table>
<thead>
<tr>
<th>Id</th>
<th>Word</th>
<th>meaning</th>
<th>Id</th>
<th>word</th>
<th>meaning</th>
<th>Id</th>
<th>word</th>
<th>meaning</th>
<th>Id</th>
<th>word</th>
<th>meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>Salaːm</td>
<td>Hello</td>
<td>8</td>
<td>faerdaː</td>
<td>Tomorrow</td>
<td>16</td>
<td>diːvaːr</td>
<td>Wall</td>
<td>24</td>
<td>sib</td>
<td>Apple</td>
</tr>
<tr>
<td>1</td>
<td>khaːbem</td>
<td>I’m fine</td>
<td>9</td>
<td>emruːz</td>
<td>Today</td>
<td>17</td>
<td>mīːz</td>
<td>Table</td>
<td>25</td>
<td>kelaːs</td>
<td>Class</td>
</tr>
<tr>
<td>2</td>
<td>tʃ Aetoriː</td>
<td>How R U?</td>
<td>10</td>
<td>diʃ æb</td>
<td>Last night</td>
<td>18</td>
<td>sendelː</td>
<td>Chair</td>
<td>26</td>
<td>dærs</td>
<td>Curse</td>
</tr>
<tr>
<td>3</td>
<td>mæmmuːn</td>
<td>Thank U</td>
<td>11</td>
<td>em/æb</td>
<td>Tonight</td>
<td>19</td>
<td>daftarː</td>
<td>Office</td>
<td>27</td>
<td>seʃer</td>
<td>Trip</td>
</tr>
<tr>
<td>4</td>
<td>ketaːb</td>
<td>Book</td>
<td>12</td>
<td>hæʃeh</td>
<td>Week</td>
<td>20</td>
<td>Taːxi</td>
<td>Taxi</td>
<td>28</td>
<td>næːn</td>
<td>Bread</td>
</tr>
<tr>
<td>5</td>
<td>dær</td>
<td>Door</td>
<td>13</td>
<td>maːḥ</td>
<td>Moon</td>
<td>21</td>
<td>maːshin spray</td>
<td>29</td>
<td>guːʃʃ</td>
<td>Ear</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>j æb</td>
<td>Night</td>
<td>14</td>
<td>saːd</td>
<td>Year</td>
<td>22</td>
<td>dæst</td>
<td>Hand</td>
<td>30</td>
<td>tʃ eʃ m</td>
<td>Eye</td>
</tr>
<tr>
<td>7</td>
<td>rʊːz</td>
<td>day</td>
<td>15</td>
<td>Gærn</td>
<td>Century</td>
<td>23</td>
<td>pææ</td>
<td>Foot</td>
<td>31</td>
<td>------</td>
<td>Other</td>
</tr>
</tbody>
</table>

The obtained result from testing the proposed method are shown in figure 13. The results show that the proposed VSR system has a good performance in recognition Persian words. Additionally, considering unknown words in the training process may cause the significant reduction in system’s performance. This issue was neglected by the existing studies in literature.
As can be seen in Figure 13, some words are less confused with the others. For example the Persian words “khuːbæm” and “sændæliː” that are indexed by 1 and 18, respectively, with the accuracy about 93% are more recognizable than the words such as “daers”. With the similar analysis as the viseme in section 3.1 when the word’s duration is large enough, the word would be more recognizable, and for the shorter words the system would be more confused. Naturally, the short words behavior is similar to visemes. The average accuracy for recognition the chosen Persian words including certain unknown words is 86.8%.

5.2 Comparisons with the other Works

Although comparison between two VSR systems must be performed in the same languages, for the sake of the lack of works in Persian language we have to compare the proposed VSR system with the both Persian and non-Persian languages. Additionally, we compare the viseme-based and word-based methods with the proposed method in terms of accuracy. Table 4 shows the comparisons in details.
5.3 Discussion

As can be observed in Table 4, the proposed method has higher accuracy than the other methods. But, what is the reason for such a high accuracy in testing the proposed method. Although, throughout previous sections detailed explanations have been represented, a brief discussion explains the obtained performance of the proposed VSR system as follows. From Table 4 and discussions on the section 3.1, it is clear that generally the systems that use ‘word’ as the shortest recognition element are more accurate than the ones that use ‘viseme’. In the other hands, an artificial neural network with a suitable design and adequate number of layers and neurons is an extreme good performance in the pattern recognition problems. But, in this problem the amount of data significantly increases complexity of the ANN. Hence, we reduced the amount of data elements by applying FFT on the input signals. Therefore, a vector with 36 elements as the MLP’s input is quite suitable to training the employed four layers MLP (figure 11).

Table 4. comparisons between the proposed method and the other works

<table>
<thead>
<tr>
<th>Author</th>
<th>Year</th>
<th>Method</th>
<th>Language</th>
<th>Recognition element</th>
<th>Number of words to be recognized</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>T. shinchi et. al. [44]</td>
<td>1998</td>
<td>ANN</td>
<td>Japanese</td>
<td>viseme</td>
<td>5</td>
<td>70%</td>
</tr>
<tr>
<td>W.S. Sadeghi &amp; K.</td>
<td>2006</td>
<td>K-means + ANN</td>
<td>Persian</td>
<td>viseme</td>
<td>6</td>
<td>64.4%</td>
</tr>
<tr>
<td>Yaghmaeiz [20]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>M. Wand et. al. [22]</td>
<td>2016</td>
<td>Eigen lips + SVM</td>
<td>English</td>
<td>word</td>
<td>26</td>
<td>70.6%</td>
</tr>
<tr>
<td>M. Wand et. al. [22]</td>
<td>2016</td>
<td>HOG + SVM</td>
<td>English</td>
<td>word</td>
<td>26</td>
<td>71.3%</td>
</tr>
<tr>
<td>M. Wand et. al. [22]</td>
<td>2016</td>
<td>LSTM + SVM</td>
<td>English</td>
<td>word</td>
<td>26</td>
<td>79.6%</td>
</tr>
<tr>
<td>Proposed method</td>
<td></td>
<td>FFT + MLP</td>
<td>Persian</td>
<td>word</td>
<td>31</td>
<td>86.8%</td>
</tr>
</tbody>
</table>

1 Artificial Neural Network; 2 Support Vector Machine; 3 Histograms of Oriented Gradients; 4 Long Short-Term Memory; 5 Fast Fourier Transform; 6 Multi-Layer Perceptron.

6. Conclusion

In this study, a novel method for extraction features from a video containing a Persian spoken word, for the aims of lip-reading system, has been proposed. The method is based on color specification of the frames combined with fast furrier transform (FFT). Additionally, to obtain higher performance the visual effects of the word articulation has been considered as the shortest element of speech. This element, which is called visual word, is used in the proposed system instead of viseme. The extracted features are used as the input of a multi-layer perceptron (MLP) as the classifier. The number of Persian words, which are spoken by five speakers (three men and two women), are 31. The experimental results revealed that the accuracy of the proposed method is comparable with the other state of the arts in the visual speech recognition (VSR) systems.

References


